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Depth Cameras in AAL 
Environments:

Technology and Real-World Applications

ABSTRACT

Automatic and privacy-preserving systems to monitor elderly people in their home environment are one of 
the basic targets addressed by the wide research area of Ambient Assisted Living. Thanks to the low-cost 
Microsoft Kinect® device, high-resolution depth and visual sensing is now not limited to experimental 
and prototype implementations and is ready to address marketable solutions. This chapter emphasizes 
the advantages provided by Kinect in the field of automatic monitoring, discussing its performance in 
human subject detection and tracking. Two sample use cases are discussed in detail: the former deals 
with generating a numerical representation of the Get Up and Go Test outcome, the latter implements an 
automatic fall detection algorithm based on depth frames analysis, with the sensor in a top configuration. 
The chapter ends suggesting issues that need to be addressed to further extend the range of applications 
for the Kinect device and enhance the obtainable performance.

INTRODUCTION

The goal of Ambient Assisted Living (AAL) is to 
extend ageing people autonomy as long as possible, 
using Information and Communication Technolo-
gies (ICT) devices and services. AAL solutions 
enable autonomous and active ageing by tools to 
support people in their own home premises, also 
when physical or cognitive impairments occur. 

Since several years, international studies revealed 
that population ageing is a planetary phenomenon, 
and, by 2050, the number of elderly people in the 
world is expected to hit 1 billion (United Nations, 
2014). In (Chiriac & Rosales, 2012) and (Prince, 
Prina & Guerchet, 2013) it is highlighted that the 
growing number of elderly people will determine 
an increasing cost of resources dedicated to health 
care, for higher incidence of chronic diseases and 
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comorbidity, thus remarking the importance of 
developing automatic assistive systems. By tech-
nological innovations, such as sensor networks, 
wearable devices, advanced computer vision and 
pattern recognition techniques, AAL and smart 
environments may contribute to autonomy and 
well-being of these people, enhancing safety 
at home, and maintaining mental and physical 
stimulation (Sun, H., De Florio, V., Gui, N., & 
Blondia, 2009). Most research initiatives aim 
at developing pervasive devices, using ambient 
intelligence to unobtrusively integrate them, and 
establish a safe environment to provide sensitive 
and responsive services to the presence of people 
(Zijlstra, Becker & Pfeiffer, 2011).

Monitoring and surveillance based on com-
puter vision and pattern recognition techniques 
applied to images and videos are developed and 
implemented since a long time (Cucchiara, Grana, 
Prati & Vezzani, 2005; Pham, Dhome, Gond & 
Sayd, 2008). In AAL applications, it is of inter-
est to integrate vision-based systems and other 
technologies, such as sensor networks, to either 
reduce the complexity of each processing element, 
and improve reliability of the outcome provided. 
This point is particularly important when consid-
ering the final target of any AAL solutions, i.e. 
to create a safe home environment that is able to 
automatically react to the user’s behaviors, and to 
anticipate his needs. Surveillance systems based 
on computer vision and pattern recognition shall 
identify subjects moving in the field of observa-
tion, classify them into different groups, and track 
moving targets during time, according to the who 
is where is, or the what is where is paradigm. 
As a further evolution, these systems should be 
able to interpret the scene captured, and provide 
a description of the activities performed by the 
subjects in the scene. These functionalities are 
complex to implement; above all, the main dif-
ficulty is to obtain the desired performance when 
no constraints are imposed on the system, i.e. the 
system shall work properly under any circum-

stances and environmental conditions (Hu, Tan, 
Wang & Maybank, 2004; Rourke & Bell, 1994).

A large field of research in AAL relates to 
monitoring Activities of Daily Livings (ADL) 
and distinguishing them from hazardous situa-
tions. For example, a fall detection solution has 
to discriminate an accidental and dangerous fall 
from a lying on the floor condition, or the ac-
tion of picking up an object. These monitoring 
solutions are realized by means of sensors that 
acquire data, and algorithms that process them. 
Usually, there are two main approaches to moni-
tor a person and they can be used singularly or 
together. The former is based on wearable sensors; 
they can acquire and process, for example, vital 
data, like heart or respiratory rates, or evaluate 
people’s activities. The latter relies on the use 
of vision-based systems, where fixed sensors 
located in the environment collect data, and send 
them to a processing unit. Since a few years ago, 
these sensors were basically cameras to capture 
videos, and the elaboration steps were composed 
of video or image processing algorithms running 
on a computer.

Nowadays, the availability of new vision-
based solutions has enabled the development of 
a new branch of image processing research: the 
depth map processing. Engineers and research-
ers can now process frames where the data do 
not represent the color intensity values, like in 
classic Red Green Blue (RGB) images, but each 
pixel stores a distance (depth) value. The main 
advantage of a depth camera is the possibility 
of providing distance values without the need of 
multiple calibrated RGB cameras, by means of 
one single sensor. Initially, some of these devices, 
such as the Time Of Flight (TOF) cameras, ex-
hibited prohibitive costs, that made them suitable 
for research and development purposes, but not 
for a mass market adoption. However, thanks to 
exceptional progresses in micro-scale electronics, 
and explosive diffusion of new sensors for gaming 
in the consumer market, nowadays depth-based 
sensors are available, at very reasonable costs, and 



 

 

18 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/depth-cameras-in-aal-environments/126104

Related Content

Monster Mischief: Designing a Video Game to Assess Selective Sustained Attention
Karrie E. Godwin, Derek Lomas, Ken R. Koedingerand Anna V. Fisher (2015). International Journal of

Gaming and Computer-Mediated Simulations (pp. 18-39).

www.irma-international.org/article/monster-mischief/136315

Using Serious Gaming to Improve the Safety of Central Venous Catheter Placement: A Post-

Mortem Analysis
Daniel Katz, Andrew Goldberg, Prabal Khanal, Kanav Kaholand Samuel DeMaria (2014). International

Journal of Gaming and Computer-Mediated Simulations (pp. 34-44).

www.irma-international.org/article/using-serious-gaming-to-improve-the-safety-of-central-venous-catheter-

placement/123499

Sorting Out the Virtual Patient: How to Exploit Artificial Intelligence, Game Technology and

Sound Educational Practices to Create Engaging Role-Playing Simulations
Thomas B. Talbot, Kenji Sagae, Bruce Johnand Albert A. Rizzo (2012). International Journal of Gaming

and Computer-Mediated Simulations (pp. 1-19).

www.irma-international.org/article/sorting-out-virtual-patient/74790

First-Person Shooter Game Engines and Healthcare: An Examination of the Current State of the

Art and Future Potential
Christos Gatzidis (2013). Serious Games for Healthcare: Applications and Implications  (pp. 76-89).

www.irma-international.org/chapter/first-person-shooter-game-engines/67957

The Use of Virtual Reality in Clinical Psychology Research: Focusing on Approach and

Avoidance Behaviors
Patrice Renaud, Sylvain Chartier, Paul Fedoroff, John Bradfordand Joanne L. Rouleau (2010). Educational

Gameplay and Simulation Environments: Case Studies and Lessons Learned  (pp. 231-251).

www.irma-international.org/chapter/use-virtual-reality-clinical-psychology/40885

http://www.igi-global.com/chapter/depth-cameras-in-aal-environments/126104
http://www.irma-international.org/article/monster-mischief/136315
http://www.irma-international.org/article/using-serious-gaming-to-improve-the-safety-of-central-venous-catheter-placement/123499
http://www.irma-international.org/article/using-serious-gaming-to-improve-the-safety-of-central-venous-catheter-placement/123499
http://www.irma-international.org/article/sorting-out-virtual-patient/74790
http://www.irma-international.org/chapter/first-person-shooter-game-engines/67957
http://www.irma-international.org/chapter/use-virtual-reality-clinical-psychology/40885

