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IntroductIon

Modern electronic health records are designed to capture 
and render vast quantities of clinical data during the health 
care process. Technological advancements in the form 
of computer-based patient records software and personal 
computer hardware are making the collection of and access 
to health care data more manageable. However, few tools 
exist to evaluate and analyze this clinical data after it has 
been captured and stored. Evaluation of stored clinical data 
may lead to discovery of trends and patterns hidden within 
the data that could significantly enhance our understanding 
of disease progression and management. A common goal 
of the medical data mining is the detection of some kind 
of correlation, for example, between genetic features and 
phenotypes or between medical treatment and reaction of 
patients (Abidi & Goh, 1998; Li et al., 2005). The charac-
teristics of clinical data, including issues of data availability 
and complex representation models, can make data mining 
applications challenging.

bacKground

Knowledge discovery in databases (KDD) is defined as 
the nontrivial extraction of implicit, previously unknown, 
and potentially useful information from data (Adriaans & 
Zantinge, 1996; Han & Kamber, 2001). Data mining is one 
step in the KDD where a discovery-driven data analysis 
technique is used for identifying patterns and relationships 
in datasets. Recent advances in medical science have led to 
revolutionary changes in medical research and technology 
and the accumulation of a large volume of medical data that 
demands in-depth analysis. The question becomes how to 
bridge the two fields, data mining and medical science, for 
an efficient and successful mining of medical data. 

While data analysis and data mining methods have been 
extensively applied for industrial and business applications, 
their utilization in medicine and health care is sparse (Abadi 
& Goh, 1998; Babic, 1999; Brossette, Sprague, Hardin, 
Jones, & Moser, 1998). In Ohsaki, Yoshinori, Shinya, Hi-
deto, and Takahira (2003), the authors discuss the methods 
of obtaining medically valuable rules and knowledge on 
pre- and post-processing and the interaction between system 
and human expert using the data of medical tests results 
on chronic hepatitis. They developed the system based on 
the combination of pattern extraction with clustering and 
classification with decision tree and generated graph-based 
rules to predict prognosis. In Tsumoto (2000), the author 
focuses on the characteristics of medical data and discusses 
how data miner deals with medical data. In (Ohsaki et. al., 
2007), authors discuss the usefulness of the interestingness 
measures for medical data mining through experiments using 
clinical datasets on meningitis. Based on the outcomes of 
these experiments, they discuss how to utilize these measures 
in postprocessing.

The data mining techniques such as Neural Network, 
Naïve Bayes, and Association rules are at present not well 
explored on medical databases. We are in the process of 
experimenting with a data mining project using gastritis 
data from Howard University Hospital in Washington, DC 
to identify factors that contribute to this disease. This project 
implements a wide spectrum of data mining techniques. 
The eventual goal of this data mining effort is to identify 
factors that will improve the quality and cost effectiveness 
of patient care.

In this article, we discuss the challenges facing the medi-
cal data mining. We present and analyze our experimental 
results on gastritis database by employing different data 
mining techniques such as Neural Network, Naive Bayes, and 
Association rules and using the data mining tool XLMiner 
(Shmueli, Patel, & Bruce, 2007; XLMiner, 2007). 
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C
medIcal data mInIng: challenges

The application of data mining, knowledge discovery and 
machine learning techniques to medical and health data is 
challenging and intriguing (Abidi & Goh, 1998; Brossette 
et al., 1998; Cios & Moore, 2002). The datasets usually are 
very large, complex, heterogeneous, and hierarchical and 
vary in quality. Data preprocessing and transformation are 
required even before mining and discovery can be applied. 
Sometimes the characteristics of the data may not be optimal 
for mining or analytic processing. The challenge here is to 
convert the data into appropriate form before any leaning 
or mining can begin.

There are a number of issues that must be addressed before 
any data mining can occur. In the following, we overview 
some of the challenges that face the data mining process on 
medical databases (Tsumoto, 2000).

high volume of data  

Due to the high volume of the medical databases, current 
data mining tools may require extraction of a sample from 
the database (Cios & Moore, 2002; Han & Kamber, 2001). 
Another scheme is to select some attributes from the data-
base. In both approaches, domain knowledge can be used 
to eliminate irrelevant records or attributes in reducing the 
size of the database (Owrang, 2007).

update 

Medical databases are updated constantly by adding new 
results for lab tests and new ECG signals for patients. 
Subsequently, any data mining technique should be able to 
incrementally update the discovered knowledge.

Inconsistent data representation 

Inconsistencies due to data entry errors are common prob-
lems. Inconsistencies due to data representation can exist 
if more than one model for expressing a specific meaning 
exits (e.g., the location of disease for Colitis, one application 
may enter (sigmoid, or rectum, etc.) and another may enter 
(measurements such as 20 cm, 30 cm, etc.)). Additionally, 
the data type does not always reflect the true data type. For 
example, a column with numerical data type can represent 
a nominal or ordinal variable encoded with numbers instead 
of a continuous variable. This plays an important role during 
statistical analysis (mean and variance). 

poor Integration 

Health data is fragmented and distributed between hospi-
tals, insurance companies and government departments. 

This poses a substantial challenge for data integration and 
data mining in terms of the confidence that can be placed 
in the result and the semantics of a derived rule. One can 
use common data dictionary and standards to integrate 
data from heterogeneous systems. The emergence of XML 
as a data standard is gaining wider acceptance and hence 
making integration fairly easy in the near future (Cios & 
Moore, 2002). 

number of variables 

The computational complexity is not linear for certain data 
mining techniques. In such cases, the time required may 
become infeasible as the number of variables grow. Tech-
niques such as principle component analysis, available in 
the XLMiner data mining tool, can be used to reduce the 
dimensionality (number of variables) of the dataset but retain 
most of the original variability in the data (XLMiner, 2007). 
In addition, domain knowledge can be used to eliminate 
the irrelevant attributes from data mining consideration 
(Owrang, 2007).

missing/Incomplete data 

Clinical database systems do not often collect all the data 
required for analysis or discovery. Some data elements 
are not collected due to omission, irrelevance, excess risk 
or inapplicability in a specific clinical context. For some 
learning methods such as logistic regression (XLMiner, 
2007), a complete set of data elements may be required. 
Even when the methods accept missing values, the data 
that was not collected may have independent information 
value and should not be ignored. One possible approach for 
handling the missing data is to substitute missing values with 
most likely values (Han & Kamber, 2001; Tsumoto, 2000; 
XLMiner, 2007).

noise 

Medical databases include some noises. Therefore, data 
mining techniques should be less sensitive to noises (Han 
& Kamber, 2001).

amount of results 

The quantity of output from many data mining methods is 
unmanageable. Association rule mining has been used in hos-
pital infection control and public surveillance data (Brossette 
et al., 1998) and in Seplic Shock patient data (Li, Fu, He, & 
Chen, 2005). Too many rules have been found in both projects. 
Other problems include trivial and similar patterns observed 
in drug reaction data and in chronic hepatitis data (Ohsaki, 
Kitaguchi, Okamoto, Yokoi, & Yamaguchi, 2004).
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