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ABSTRACT

Chapter introduce usage of particle swarm optimization algorithm and explained methodology, as a 
tool for discovering customer profiles based on previously developed Bayesian network (BN). Bayesian 
network usage is common known method for risk modelling although BN’s are not pure statistical pre-
dictive models (like neural networks or logistic regression, for example) because their structure could 
also depend on expert knowledge. Bayesian network structure could be trained using algorithm but, from 
perspective of businesses requirements model efficiency and overall performance, it is recommended 
that domain expert modify Bayesian network structure using expert knowledge and experience. Chapter 
will also explain methodology of using particle swarm optimization algorithm as a tool for finding most 
riskiness profiles based on previously developed Bayesian network. Presented methodology has signifi-
cant practical value in all phases of decision support in business environment (especially for complex 
environments).

INTRODUCTION

Bayesian networks are a method commonly used in risk modeling, but they are not a purely statistical 
predictive model (like, for example, neural networks or logistic regression) because their structure can 
also depend on expert knowledge. Bayesian network structure could be settled in algorithmic way, but 
from the business perspective or the perspective of model efficiency and overall performance, it is rec-
ommended that Bayesian network structure be modified by expert knowledge.
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Expert involvement in network structure cannot be a guarantee that network will be optimal, but it is 
aligned with business perception of problem space. This chapter will present a proposal for additional 
hypothesis testing regarding the model’s reliability by introducing additional tests within the network 
following expert involvement in network structure.

These methodologies are based on info gain measurements for each node in network which has an 
influence on the observed node in the Bayesian network. Using proposed methodology, expert knowledge 
will be challenged as well as presumed hypothesis about influences between nodes (influences between 
objects or business events). As a result of proposed methodology, final network should have significantly 
greater predictive power and greater stability and robustness.

The chapter will also present the methodology of using particle swarm optimization algorithm, as 
a tool for finding the most risky profiles, based on a previously developed Bayesian network. It means 
that particle swarm optimization algorithm will be used as a tool for finding optimal values of input 
variables (within developed predictive models) as referent values for maximization of probability value 
for some risky event. Main advantage of proposed solution is automatic determination of the most risky 
profiles in situation where there will be combinatory explosion caused by numerous nodes and their 
states within a Bayesian network model. Proposed methodology will be illustrated through a case study 
from insurance industry.

The case study will show situation in which insurance company wants to evaluate risk degree for each 
of the existing members of their portfolio. Methodology starts with Bayesian network development using 
automated algorithms and measuring their performance. Next step will show effects of including expert 
knowledge into Bayesian network structure as well as modifications made based on expert knowledge. 
Final step will show the effect of the proposed methodology usage, which takes into account info gain 
measurements for each node in network, which has an influence on observed node in the Bayesian network.

The case study will present the usage of the particle swarm optimization algorithm as a tool for finding 
the most risky profiles based on previously developed Bayesian network. As explained in introduction, 
particle swarm optimization algorithm will be used as a tool which should find optimal values of input 
variables (within developed predictive models) as referent values for maximization of probability value 
of some risky event. It means that particle swarm optimization algorithm will be used as a tool which 
should find optimal values of input variables within developed predictive models as referent values for 
maximization value of probability that customer will select/ buy some product or service. Using given 
results, insurance company can make profiles of the most risky insurance users, even in the situation 
affected by combinatory explosion, caused by numerous nodes and their states within Bayesian network 
model. This approach will help company to better understand a cause of riskiness of events in an envi-
ronment where numerous factors and influence overlaps exist.

The basic idea is a holistic process which includes development of multinomial predictive model 
and usage of this model developed on historical data sample for finding risky profiles by using particle 
swarm optimization algorithm. This problem is not commonly expressed in case of predictive models 
with binomial outputs, which represents probability of buying some product or service. Bayesian networks 
by their definition are mostly related on multinomial outputs, not only on target variable. Reason for 
that lies in the fact that each connected variable within the model could be observed as an aim variable. 
That is the reason why those models are much more complex than, for example, models based on linear 
regression and binominal output.



 

 

32 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/efficient-risk-profiling-using-bayesian-networks-

and-particle-swarm-optimization-algorithm/140420

Related Content

An ANP Approach for Prioritizing the Agile Project Management Criteria in Industry 4.0

Transition
Seda Yankand Erkan Ikl (2019). Agile Approaches for Successfully Managing and Executing Projects in the

Fourth Industrial Revolution (pp. 165-187).

www.irma-international.org/chapter/an-anp-approach-for-prioritizing-the-agile-project-management-criteria-in-industry-

40-transition/223383

An Analysis of Pecking Order Theory With the Analytic Hierarchy Process
Hakan Altin (2022). International Journal of Applied Management Sciences and Engineering (pp. 1-18).

www.irma-international.org/article/an-analysis-of-pecking-order-theory-with-the-analytic-hierarchy-process/295865

Measuring Knowledge Enablers and Project Success in IT Organizations
Donald S. McKay IIand Timothy J. Ellis (2016). Project Management: Concepts, Methodologies, Tools, and

Applications  (pp. 2000-2018).

www.irma-international.org/chapter/measuring-knowledge-enablers-and-project-success-in-it-organizations/155376

Towards an Integrated Research Framework in Public Policy-Focused Investigations
Alireza Aslani (2014). International Journal of Applied Management Sciences and Engineering (pp. 1-13).

www.irma-international.org/article/towards-an-integrated-research-framework-in-public-policy-focused-

investigations/115826

Measuring Moderating Effect of Power Distance Between Facets of Job Satisfaction and Overall

Decision of Job Satisfaction
Saqib Malikand Cao Yukun (2019). Servant Leadership Styles and Strategic Decision Making (pp. 218-

248).

www.irma-international.org/chapter/measuring-moderating-effect-of-power-distance-between-facets-of-job-satisfaction-

and-overall-decision-of-job-satisfaction/215091

http://www.igi-global.com/chapter/efficient-risk-profiling-using-bayesian-networks-and-particle-swarm-optimization-algorithm/140420
http://www.igi-global.com/chapter/efficient-risk-profiling-using-bayesian-networks-and-particle-swarm-optimization-algorithm/140420
http://www.irma-international.org/chapter/an-anp-approach-for-prioritizing-the-agile-project-management-criteria-in-industry-40-transition/223383
http://www.irma-international.org/chapter/an-anp-approach-for-prioritizing-the-agile-project-management-criteria-in-industry-40-transition/223383
http://www.irma-international.org/article/an-analysis-of-pecking-order-theory-with-the-analytic-hierarchy-process/295865
http://www.irma-international.org/chapter/measuring-knowledge-enablers-and-project-success-in-it-organizations/155376
http://www.irma-international.org/article/towards-an-integrated-research-framework-in-public-policy-focused-investigations/115826
http://www.irma-international.org/article/towards-an-integrated-research-framework-in-public-policy-focused-investigations/115826
http://www.irma-international.org/chapter/measuring-moderating-effect-of-power-distance-between-facets-of-job-satisfaction-and-overall-decision-of-job-satisfaction/215091
http://www.irma-international.org/chapter/measuring-moderating-effect-of-power-distance-between-facets-of-job-satisfaction-and-overall-decision-of-job-satisfaction/215091

