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ABSTRACT

This chapter presents a novel variant of histogram equalization (HE) method called 
multi-thresholded histogram equalization (MTHE), depending on entropy-based 
multi-level thresholding-based segmentation. It is reported that proper segmentation 
of the histogram significantly assists the HE variants to maintain the original 
brightness of the image, which is one of the main criterion of the consumer electronics 
field. Multi-separation-based HE variants are also very effective for multi-modal 
histogram-based images. But, proper multi-seaparation of the histogram increases 
the computational time of the corresponding HE variants. In order to overcome that 
problem, one novel parameterless artifical bee colony (ABC) algorithm is employed to 
solve the multi-level thresholding problem. Experimental results prove that proposed 
parameterless ABC helps to reduce the computational time significantly and the 
proposed MTHE outperforms several existing HE varints in brightness preserving 
histopathological image enhancement domain.
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INTRODUCTION

Contrast enhancement methods have been applied for better visual interpretation. 
Histogram Equalization (HE) is one of the most simple and widely used method for 
contrast enhancement (Gonzalez, R.C., Woods, R.E. (2002)). Basically HE computes 
linear cumulative histogram of the original image and dispenses intensity values over 
its dynamic intensity range. HE based techniques have been used in medical image 
processing, satellite image processing etc. The method of Traditional Histogram 
Equalization (Gonzalez, R.C., Woods, R.E. (2002)) is described below:

The method of Traditional Histogram Equalization (Chen, S. D., Ramli, A. R. 
(2004)) has the following steps:
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 is the histogram of image f.  the cumulative density function is defined as 
(Chen, S. D., Ramli, A. R. (2004)):
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Traditional HE maps the corresponding image into the total dynamic range 
X X
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, −





  with the help of the CDF  as given below:

f X X X X CDF X
L( ) = + −( ) ( )−0 1 0

.  (3)

In the HE procedure the entire gray levels are distributed uniformly, HE improves 
the image contrast and maximizes the image entropy and also change the mean 
brightness of the output image to the middle of the gray level regardless of the input 
image’s mean (Chen, S. D., Ramli, A. R. (2004), Kim, Y.T. (1997)). The equation 
of mean or statistical expectation E .( )  of the output image G is given below:



 

 

17 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/multi-thresholded-histogram-equalization-

based-on-parameterless-artificial-bee-colony/202193

Related Content

Users’ Consumption Behavior Recognition Based on SMOTE and Improved

AdaBoost
 (2022). International Journal of Software Science and Computational Intelligence

(pp. 0-0).

www.irma-international.org/article//309424

A Preparation Framework for EHR Data to Construct CBR Case-Base
Shaker El-Sappagh, Mohammed Mahfouz Elmogy, Alaa M. Riad, Hosam

Zaghlouland Farid A. Badria (2017). Handbook of Research on Machine Learning

Innovations and Trends (pp. 345-378).

www.irma-international.org/chapter/a-preparation-framework-for-ehr-data-to-construct-cbr-case-

base/180953

A Feature Selection Approach in the Study of Azorean Proverbs
Luís Cavique, Armando B. Mendes, Matthias Funkand Jorge M. A. Santos (2014).

Exploring Innovative and Successful Applications of Soft Computing (pp. 38-58).

www.irma-international.org/chapter/a-feature-selection-approach-in-the-study-of-azorean-

proverbs/91873

Chaotic Tornadogenesis Optimization Algorithm for Data Clustering

Problems
Ravi Kumar Saidalaand Nagaraju Devarakonda (2018). International Journal of

Software Science and Computational Intelligence (pp. 38-64).

www.irma-international.org/article/chaotic-tornadogenesis-optimization-algorithm-for-data-

clustering-problems/199016

EEG Feature Extraction and Pattern Classification Based on Motor Imagery

in Brain-Computer Interface
Ling Zou, Xinguang Wang, Guodong Shiand Zhenghua Ma (2011). International

Journal of Software Science and Computational Intelligence (pp. 43-56).

www.irma-international.org/article/eeg-feature-extraction-pattern-classification/60748

http://www.igi-global.com/chapter/multi-thresholded-histogram-equalization-based-on-parameterless-artificial-bee-colony/202193
http://www.igi-global.com/chapter/multi-thresholded-histogram-equalization-based-on-parameterless-artificial-bee-colony/202193
http://www.igi-global.com/chapter/multi-thresholded-histogram-equalization-based-on-parameterless-artificial-bee-colony/202193
http://www.irma-international.org/article//309424
http://www.irma-international.org/chapter/a-preparation-framework-for-ehr-data-to-construct-cbr-case-base/180953
http://www.irma-international.org/chapter/a-preparation-framework-for-ehr-data-to-construct-cbr-case-base/180953
http://www.irma-international.org/chapter/a-feature-selection-approach-in-the-study-of-azorean-proverbs/91873
http://www.irma-international.org/chapter/a-feature-selection-approach-in-the-study-of-azorean-proverbs/91873
http://www.irma-international.org/article/chaotic-tornadogenesis-optimization-algorithm-for-data-clustering-problems/199016
http://www.irma-international.org/article/chaotic-tornadogenesis-optimization-algorithm-for-data-clustering-problems/199016
http://www.irma-international.org/article/eeg-feature-extraction-pattern-classification/60748

