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ABSTRACT

A moving object database is a database that tracks the movements of objects. As 
such, these databases have business intelligence applications in areas like trajectory-
based advertising, disease control and prediction, hurricane path prediction, and 
drunk-driver detection. However, in order to extract knowledge from these objects, it 
is necessary to efficiently query these databases. To this end, databases incorporate 
special data structures called indexes. Multiple indexing techniques for moving object 
databases have been proposed. Nonetheless, indexing large sets of objects poses 
significant computational challenges. To cope with these challenges, some moving 
object indexes are designed to work with parallel architectures, such as multicore 
CPUs and GPUs (graphics processing units), which can execute multiple instructions 
simultaneously. This chapter discusses business intelligence applications of parallel 
moving object indexes, identifies issues and features of these techniques, surveys 
existing parallel indexes, and concludes with possible future research directions.
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INTRODUCTION

Through the use of location-sensing devices, very large moving object datasets 
can be collected. These datasets make it possible to issue spatio-temporal queries 
with which users can gather real-time information about the characteristics of the 
movements of objects involved in these datasets, derive patterns from that information, 
and then make decisions based on these patterns. Examples of these large datasets 
are Geolife (Zheng, Xie, & Ma, 2010) and T-drive (Yuan et al., 2010).

Geolife consists of trajectories (i.e., the time-ordered sequence of positions that 
an object occupies in time) collected with the use of GPS phones by researchers of 
Microsoft Research Asia as they went through their daily lives. T-drive contains 
the GPS logs of the positions occupied by taxis in Beijing. Both datasets are large: 
Geolife contains 17,000+ trajectories whose lengths add up to 1,200,000+ kilometers, 
and span an interval of 48,000+ hours. T-drive, on the other hand, contains the 
trajectories of 10,000+ taxis, whose lengths span 9,000,000 Km. Datasets like these 
can be used to support decisions in the transportation domain, such as: helping taxis 
find the fastest routes by mining taxi trajectories (Yuan et al., 2010), finding driving 
directions, and for urban planning (Wang, Zheng, & Xue, 2014).

Other uses of moving object datasets are the following: in epidemiology, to help 
centers for disease control and prevention make decisions on how to avoid the spread 
of the avian influenza, by tracking and studying the movements of mallards (Hill et 
al., 2017); in meteorology, to help predict the path of a developing hurricane, which 
can be done by exploiting the tendency of hurricanes to follow similar trajectories, 
thereby aiding meteorologists issue more accurate recommendations on which areas 
must be evacuated (Li et al., 2010); in law enforcement, to automatically detect drunk 
drivers, and then help police departments make decisions on how to better allocate 
their police force by area (Ge et al., 2010); in trajectory-based mobile advertising 
(Ammar, Elsayed, Sabri, & Terry, 2015), where shopping malls, by tracking the 
positions of shoppers using the mall’s WiFi, can increase their revenue by sending 
online advertising that has been tailored to the shoppers based on their movement 
patterns around the mall (Ghose, 2017); for city planning in places like Shanghai, 
to help planners decide where to build new bike lanes, while taking into account 
Shanghai’s budget limitations, and the way existing bike lanes are utilized (Bao, 
He, Ruan, Li, & Zheng, 2017); in online trajectory-sharing applications, to suggest 
attractive travel destinations based on the trajectories that others have enjoyed (Zheng 
et al., 2010); and in sports, to deduce the common plays of a given sports team 
(Buchin, Dodge, & Speckmann, 2014) from video footage, and then help coaches 
make decisions about their team’s next play.



 

 

32 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/a-survey-of-parallel-indexing-techniques-

for-large-scale-moving-object-databases/209569

Related Content

The Effect of Behavioral Factors on Stock Price Prediction using Generalized

Regression and Backpropagation Neural Networks Models
Payam Hanafizadehand Ahmad Hashemi (2014). International Journal of Business

Intelligence Research (pp. 44-57).

www.irma-international.org/article/the-effect-of-behavioral-factors-on-stock-price-prediction-

using-generalized-regression-and-backpropagation-neural-networks-models/126897

Understanding the Influence of Business Intelligence Systems on Information

Quality: The Importance of Business Knowledge
Aleš Popoviand Jurij Jakli (2016). Business Intelligence: Concepts, Methodologies,

Tools, and Applications  (pp. 96-118).

www.irma-international.org/chapter/understanding-the-influence-of-business-intelligence-

systems-on-information-quality/142613

Game Theoretical Models in New Product Development
Zhijian Cuiand Marc-Elliott Finkelstein (2014). Encyclopedia of Business Analytics

and Optimization (pp. 1047-1056).

www.irma-international.org/chapter/game-theoretical-models-in-new-product-

development/107303

Academic Analytics
Si Chen (2014). Encyclopedia of Business Analytics and Optimization (pp. 39-45).

www.irma-international.org/chapter/academic-analytics/107212

In the Name of Flexibility: Three Hidden Meanings of “The Real Work” in a

Finnish Software Company
Marja-Liisa Trux (2012). Managing Dynamic Technology-Oriented Businesses: High-

Tech Organizations and Workplaces  (pp. 119-140).

www.irma-international.org/chapter/name-flexibility-three-hidden-meanings/67432

http://www.igi-global.com/chapter/a-survey-of-parallel-indexing-techniques-for-large-scale-moving-object-databases/209569
http://www.igi-global.com/chapter/a-survey-of-parallel-indexing-techniques-for-large-scale-moving-object-databases/209569
http://www.igi-global.com/chapter/a-survey-of-parallel-indexing-techniques-for-large-scale-moving-object-databases/209569
http://www.irma-international.org/article/the-effect-of-behavioral-factors-on-stock-price-prediction-using-generalized-regression-and-backpropagation-neural-networks-models/126897
http://www.irma-international.org/article/the-effect-of-behavioral-factors-on-stock-price-prediction-using-generalized-regression-and-backpropagation-neural-networks-models/126897
http://www.irma-international.org/chapter/understanding-the-influence-of-business-intelligence-systems-on-information-quality/142613
http://www.irma-international.org/chapter/understanding-the-influence-of-business-intelligence-systems-on-information-quality/142613
http://www.irma-international.org/chapter/game-theoretical-models-in-new-product-development/107303
http://www.irma-international.org/chapter/game-theoretical-models-in-new-product-development/107303
http://www.irma-international.org/chapter/academic-analytics/107212
http://www.irma-international.org/chapter/name-flexibility-three-hidden-meanings/67432

