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ABSTRACT

In artificial intelligence and robotics, one of the important issues is to design human 
interface. There are two issues: One is the machine-centered interaction design. 
Another one is the human-centered interaction design. This research aims at the 
latter issue. This chapter presents the interactive learning system to assist positive 
change in the preference of a human toward the true preference. Then evaluation of 
the awareness effect is discussed. The system behaves passively to reflect the human 
intelligence by visualizing the traces of his/her behaviors. Experimental results 
showed that subjects are divided into two groups, heavy users and light users, and 
that there are different effects between them under the same visualizing condition. 
They also showed that the authors’ system improves the efficiency for deciding 
the most preferred plan for both heavy users and light users. As future research 
directions, a probabilistic event and its basic recommendation way are discussed.
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INTRODUCTION

Interactive Reinforcement Learning with Human

A long term goal of interactive learning system is to incorporate human to solve 
complex tasks. Reinforcement learning is the Standard behavior learning method 
for among robot, animal and human. In interactive reinforcement learning, there are 
two roles, a learner and a trainer. The input of a reinforcement learner as a learning 
goal is called a reward, and the output of the learner as a learning result is called 
a policy. For example, as training a dog by a human trainer, Peterson (2000, 2001) 
showed that clicker training is an easy way to shape new behaviors. When a dog 
performs a new behavior to learn, the trainer clicks the clicker as a positive reward. 
Pryor (2006) remarks that clicker training is a method for training an animal that 
uses positive reinforcement in conjunction with a clicker to mark the behavior being 
reinforced under behavior modification principles.

In current researches of interactive reinforcement learning, there are two approaches 
to support a learner by giving feedback as, whether a learning goal (reward based), 
or a learning result (policy based). The former approach is clicker training for the 
robot, in that a human trainer gives a learning goal to the robot learner. In field of 
robot learning, Kaplan et al. (2002) showed that interactive reinforcement learning 
method in that reward function denoting goal is given interactively has worked to 
establish the communication between a human and the pet robot AIBO. The main 
feature of this method is the interactive reward function setup which was fixed and 
build-in function in the main feature of previous reinforcement learning methods. So 
the user can sophisticate reinforcement learner’s behavior sequences incrementally.

Ng et al. (1999) and Konidaris & Barto (2006) showed that reward shaping is the 
theoretical framework of such interactive reinforcement learning methods. Shaping 
is to accelerate the learning of complex behavior sequences. It guides learning to the 
main goal by adding shaping reward functions as subgoals. Previous reward shaping 
methods have three assumptions on reward functions as following:

•	 Main goal is given or known for the designer;
•	 Marthi (2007) remarks that subgoals are assumed as shaping rewards those 

are generated by potential function to the main goal;
•	 Ng et al. (1999) showed that shaping rewards are policy invariant, it means 

not affecting the optimal policy of the main goal.

However, these assumptions will not be true on interactive reinforcement learning 
with a non-expert end-user. Main reason is discussed by Griffith et al. (2013) that 



 

 

27 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/awareness-based-recommendation-by-

passively-interactive-learning/212066

Related Content

Appraisal, Coping and High Level Emotions Aspects of Computational

Emotional Thinking
Max Talanovand Alexander Toschev (2015). International Journal of Synthetic

Emotions (pp. 24-39).

www.irma-international.org/article/appraisal-coping-and-high-level-emotions-aspects-of-

computational-emotional-thinking/138577

An Approach to Opinion Mining in Community Graph Using Graph Mining

Techniques
Bapuji Rao (2018). International Journal of Synthetic Emotions (pp. 94-110).

www.irma-international.org/article/an-approach-to-opinion-mining-in-community-graph-using-

graph-mining-techniques/214878

The Contribution of Open Educational Robotics Competition to Support

STEM Education and the Development of Computational Thinking Skills
Panagiotis Angelopoulos, Despoina Mitropoulouand Konstantinos Papadimas (2021).

Handbook of Research on Using Educational Robotics to Facilitate Student Learning

(pp. 539-573).

www.irma-international.org/chapter/the-contribution-of-open-educational-robotics-competition-to-

support-stem-education-and-the-development-of-computational-thinking-skills/267684

The Rise of Artificial Intelligence: Its Impact on Labor Market and Beyond
Robert Niewiadomskiand Dennis Anderson (2017). Strategic Imperatives and Core

Competencies in the Era of Robotics and Artificial Intelligence (pp. 29-49).

www.irma-international.org/chapter/the-rise-of-artificial-intelligence/172932

Framework for Threat Analysis and Attack Modelling of Network Security

Protocols
Nachiket Athavale, Shubham Deshpande, Vikash Chaudhary, Jatin Chavanand S. S.

Barde (2017). International Journal of Synthetic Emotions (pp. 62-75).

www.irma-international.org/article/framework-for-threat-analysis-and-attack-modelling-of-

network-security-protocols/182702

http://www.igi-global.com/chapter/awareness-based-recommendation-by-passively-interactive-learning/212066
http://www.igi-global.com/chapter/awareness-based-recommendation-by-passively-interactive-learning/212066
http://www.igi-global.com/chapter/awareness-based-recommendation-by-passively-interactive-learning/212066
http://www.irma-international.org/article/appraisal-coping-and-high-level-emotions-aspects-of-computational-emotional-thinking/138577
http://www.irma-international.org/article/appraisal-coping-and-high-level-emotions-aspects-of-computational-emotional-thinking/138577
http://www.irma-international.org/article/an-approach-to-opinion-mining-in-community-graph-using-graph-mining-techniques/214878
http://www.irma-international.org/article/an-approach-to-opinion-mining-in-community-graph-using-graph-mining-techniques/214878
http://www.irma-international.org/chapter/the-contribution-of-open-educational-robotics-competition-to-support-stem-education-and-the-development-of-computational-thinking-skills/267684
http://www.irma-international.org/chapter/the-contribution-of-open-educational-robotics-competition-to-support-stem-education-and-the-development-of-computational-thinking-skills/267684
http://www.irma-international.org/chapter/the-rise-of-artificial-intelligence/172932
http://www.irma-international.org/article/framework-for-threat-analysis-and-attack-modelling-of-network-security-protocols/182702
http://www.irma-international.org/article/framework-for-threat-analysis-and-attack-modelling-of-network-security-protocols/182702

