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ABSTRACT

Biomedical image analysis has become critically important to the public 
health and welfare. However, analyzing biomedical images is time-consuming 
and labor-intensive, and has long been performed manually by highly trained 
human experts. As a result, there has been an increasing interest in applying 
machine learning to automate biomedical image analysis. Recent progress in 
deep learning research has catalyzed the development of machine learning in 
learning discriminative features from data with minimum human intervention. 
Many deep learning models have been designed and achieved superior 
performance in various data analysis applications. This chapter starts with 
the basic of deep learning models and some practical strategies for handling 
biomedical image applications with limited data. After that, case studies 
of deep feature extraction for gene expression pattern image annotations, 
imaging data completion for brain disease diagnosis, and segmentation of 
infant brain tissue images are discussed to demonstrate the effectiveness of 
deep learning in biomedical image analysis.
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INTRODUCTION

Biomedical image analysis is critically important to the public health and 
welfare. The advancements in imaging devices such as Computed Tomography 
(CT) scans, Magnetic Resonance Imaging (MRI), and X-ray, have made 
biomedical images readily available to the public for early diagnosis and 
medical treatment of diseases. On the other hand, analyzing biomedical 
images is a complex task that has long been performed manually by highly-
trained experts such as radiologists and pathologists. This manual process is 
time-consuming and laborious which may involve wrong interpretation due 
to fatigue or stress in human experts. Hence, machine learning approaches 
have been used to assist in biomedical image analysis.

In machine learning, finding informative features for data representation 
is the key step in learning from data. Over the past several decades, task-
specific features have been handcrafted by human experts based on their 
domain expertise and engineering skills. The barrier to designing appropriate 
features was generally high for non-experts in their own applications. Recent 
breakthroughs in deep learning research overcome this barrier by moving 
feature extraction from the human side to the computer side (LeCun et al., 
2015; Goodfellow et al., 2016). Inspired by biological neural systems, deep 
learning models consist of deep neuromorphic processing layers to take into 
account both feature extraction and domain-specific learning at the same 
time. Thus deep learning is capable of obtaining a hierarchy of increasingly 
complex features directly from data with minimum human intervention, which 
greatly helps to achieve accurate models for various data analysis applications.

Regarding image-related tasks, Convolution Neural Network (CNN) is 
one particular architecture of deep learning. A typical CNN architecture 
incorporates convolutional layers and pooling layers to reduce the number 
of network parameters while learning from spatial image information. 
Motivated by the efficacy of the deep CNN architecture, many CNN-based 
deep learning models have been designed and achieved superior performance 
in image-related tasks. For example, (Krizhevsky et al., 2012) presented a 
CNN-based model (denoted as AlexNet) which won the ImageNet Large Scale 
Visual Recognition Challenge (ILSVRC) 2012 with a Top-5 test accuracy 
of 84.6% in its image classification task. It is worth noting that AlexNet 
significantly outperformed the 2nd place using the traditional bag of words 
approach with the accuracy of 73.8%. Later, (He et al., 2016) proposed a 



 

 

19 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/deep-learning-models-for-biomedical-

image-analysis/227274

Related Content

Computational Fluid Dynamics and Neural Network for Modeling and

Simulations of Medical Devices
Yos S. Morsi (2009). Medical Informatics: Concepts, Methodologies, Tools, and

Applications  (pp. 2123-2139).

www.irma-international.org/chapter/computational-fluid-dynamics-neural-network/26362

Analysis of Risk Factors for Breast Cancer Decision Support System in

Egypt
Basma Emad Abd El-Fatah, Mohamed I. Owisand Manal Abdel Wahed (2017).

International Journal of Biomedical and Clinical Engineering (pp. 23-31).

www.irma-international.org/article/analysis-of-risk-factors-for-breast-cancer-decision-support-

system-in-egypt/185621

Differences in Analysis Methods of the Human Uncinate Fasciculus Using

Diffusion Tensor MRI
Tetsuo Satoand Kotaro Minato (2013). Biomedical Engineering and Cognitive

Neuroscience for Healthcare: Interdisciplinary Applications  (pp. 162-170).

www.irma-international.org/chapter/differences-analysis-methods-human-uncinate/69916

Bioinformatics-Inspired Algorithms for 2D-Image Analysis-Application to

Synthetic and Medical Images Part I: Images in Rectangular Format
Perambur S. Neelakantaand Deepti Pappusetty (2012). International Journal of

Biomedical and Clinical Engineering (pp. 14-38).

www.irma-international.org/article/bioinformatics-inspired-algorithms-image-analysis/73691

Effect of Wavelet Packet Log Energy Entropy on Electroencephalogram

(EEG) Signals
S. Raghu, N. Sriraamand G. Pradeep Kumar (2015). International Journal of

Biomedical and Clinical Engineering (pp. 32-43).

www.irma-international.org/article/effect-of-wavelet-packet-log-energy-entropy-on-

electroencephalogram-eeg-signals/136234

http://www.igi-global.com/chapter/deep-learning-models-for-biomedical-image-analysis/227274
http://www.igi-global.com/chapter/deep-learning-models-for-biomedical-image-analysis/227274
http://www.igi-global.com/chapter/deep-learning-models-for-biomedical-image-analysis/227274
http://www.irma-international.org/chapter/computational-fluid-dynamics-neural-network/26362
http://www.irma-international.org/article/analysis-of-risk-factors-for-breast-cancer-decision-support-system-in-egypt/185621
http://www.irma-international.org/article/analysis-of-risk-factors-for-breast-cancer-decision-support-system-in-egypt/185621
http://www.irma-international.org/chapter/differences-analysis-methods-human-uncinate/69916
http://www.irma-international.org/article/bioinformatics-inspired-algorithms-image-analysis/73691
http://www.irma-international.org/article/effect-of-wavelet-packet-log-energy-entropy-on-electroencephalogram-eeg-signals/136234
http://www.irma-international.org/article/effect-of-wavelet-packet-log-energy-entropy-on-electroencephalogram-eeg-signals/136234

