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ABSTRACT

Digital processes for banks, insurances, or public services generate big data. Hidden networks and weak 
signals from frauds activities are sometimes statistically undetectable in the endogenous data respective 
to processes. The organic intelligence of human experts is able to reverse-engineer new fraud scenarios 
without statistically significant characteristics, but machine learning usually needs to be taught about 
them or fails to this task. Deep resonance interference network is a multidisciplinary attempt in proba-
bilistic machine learning inspired from waves temporal reversal in finite space, introduced for big data 
analysis and hidden data mining. It proposes a theoretical alternative to artificial neural networks for 
deep learning. It is presented along with experimental outcomes related to fraudulent processes gener-
ating data statistically similar to legal endogenous data. Results show particular findings probably due 
to the systemic nature of the model, which appears closer to reasoning and intuition processes than to 
the perception processes mainly simulated in deep learning.

INTRODUCTION

Intelligence is not what we know, but what we do when we do not know. This statement is commonly 
attributed to the well-known psychologist Jean Piaget, biologist and epistemologist who agreed with 
the importance of communication and social interactions for the development of language and of human 
intelligence, as the philosopher H. Putnam (Putnam, 1975). According to the historical experimenta-
tion supposed to have been led by the roman emperor Frederick ii HoHenstauFen (1197-1250), when 
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babies cannot communicate with other babies and adults, after a few years they have no cognitive ability 
to learn language then they cannot acquire normal intellectual capabilities. Hence, human learning is 
social, and social learning - the action of learning aided by social networks, which are not necessarily 
digitized - is essential to foster or accelerate the development of intelligence (Balystok & Poarch, 2014). 
This forms a first statement.

Nevertheless, according to Corballis (2003), babies start to communicate by signs before being physi-
cally able to talk and verbalize thoughts with adults. Babies and animals such as dolphins and primates 
fail to the Turing’s test, an imitation game designed to test the existence of thought in computing ma-
chinery (Turing, 1950). Obviously, the Turing’s test fails to detect thought but estimates the ability of 
computing machinery to interact with natural language skills. It shows how much computing machinery 
only performs what we know how to order it to perform, as stated by ada oF LoveLace and quoted in 
Turing (1950). This forms a second statement.

Unifying the first and second statements, we may accept the eventuality of an intelligence to be de-
veloped with computing machinery without interpreted and outer evidence of its existence - i.e., Absence 
of evidence is not evidence of absence. However, in 2018 we were still unable to say a machine how to 
play the imitation game and handle the Turing’s test more than a few minutes, while adult humans cannot 
fail to the test, at least in their native language1. Anyway, it reminds us how fair was the conclusion of 
aLan turing about thinking machines: “We can only see a short distance ahead, but we can see plenty 
there that needs to be done” (Turing, 1950).

Since precursor works such as presented in Pitrat (1990), the hypothesis of a self-programming ma-
chine offers the promise of an Artificial Intelligence (AI), i.e. a genuine AI doing when it does not know, 
according to Piaget’s definition of intelligence and performing what we do not know how to order it to 
perform. J. Pitrat and its general problems solver CAIA opened the Pandora’s box providing mathemati-
cal solutions to some specialized problems that were never coded, thanks to meta-knowledge (Pitrat, 
2010). Because the machine still does not develop itself but does nothing without human programming, 
it entails there could be no AI in machine learning, just artificial knowledge, finally.

Talking machines (i.e., chatbots) process patterns in textual representations for performing opera-
tions on natural language. Computer vision processes patterns in images, video or 3D representations for 
objects classification. Both systems can collaborate but chatbots “ignore” everything of what computer 
vision “sees” and conversely. This is where the first and second statements are recalled for theoretical 
opening - i.e., (1) human learning is social and (2) machine only performs what we know how to order 
it to perform.

Indeed, human intelligence feeds forward knowledge and knowledge feeds backward human intel-
ligence. Conversely, propagation and back-propagation processes defined in Convolutional Neural Net-
works (CNN) inherit from human intelligence and feed forward artificial knowledge to data and human 
knowledge, in deep learning models (Dimitrakakis & C.A., 2012; Krizhevsky, Sutskever, & Hinton, 
2012; Lecun, Bottou, Bengio, & Haffner, 1998). They do not feed backward any intelligence, because 
the intelligence feeding machine is human and there is no integrated body feeding backward human 
intelligence with artificial knowledge, only hardware interfaces adapted to human perception. Brain 
implants of silicon chips would not change this, they could augment senses and perception but would 
remain separated components still not forming a single body with the grey matter, organic intelligence 
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