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ABSTRACT

The processing of big data across different axes is becoming more difficult, and the introduction of 
the Hadoop MapReduce framework seems to be a solution to this problem. With this framework, 
large amounts of data can be analyzed and processed. It does this by distributing computing tasks 
between a group of virtual servers operating in the cloud or a large group of devices. The mining 
process forms an important bridge between data mining and business process analysis. Its techniques 
make it possible to extract information from event reports. The extraction process generally consists 
of two phases: identification or discovery and innovation or education. The first task is to extract 
small patterns from the log effects. These templates represent the implementation of the tracking from 
a business process report file. In this step, the authors use the available technologies. Patterns are 
represented by finite state automation or regular expressions. And the final model is a combination 
of two different styles.
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INTRODUCTION

Process Mining (W. van der Aalst, 2016) is a new scientific discipline that enables the extraction 
of knowledge from data occurring in the modern data industry, for example, records historical 
completion data. Mining techniques are typically used to discover, monitor, and refine processes 
by applying multiple processes to the production of event logs by completion (W. van der Aalst 
et al, 2012). Process exploration, relationship testing and process improvement are the three main 
functions of the mining process, which are widely used in industrial processes in many applications 
such as finance, transportation and healthcare. Several authors in the literature on the application 
of mining techniques in production processes (Demtroeder et al., 2019) (Lechner, 2020). compare 
other application areas such as sales, purchasing, marketing and insurance. In addition, existing work 
focuses on the application of the data from the solution (Reinkemeyer, 2020).
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Many strategies have been proposed to remove these images from performance. However, most 
existing processes only delete simple templates or templates that are limited to only a specific set of 
manually selected events. Recent studies have shown that patterns can be identified in a language 
(Ammons et al, 2002). In this way, patterns can be seen as normal or in restricted mode, and mining 
patterns can be seen as a language learning problem.

The current method is of equal importance. Each uses dynamic effects or metafiles as input to 
the operating system and creates one or more internal languages ​​that represent the model or function. 
However, personal solutions differ in the main way.

In this article, all the new methods of removing patterns that address the various limitations of the 
current process are presented. the understanding is twofold. First of all, it can be seen that the smaller 
models can be likened to larger models. Second, micro-model configurations can be integrated. Then 
using that knowledge to divide the job into two parts. First, techniques to isolate two of the smaller 
models are used. They are integrated into a finite state automaton algorithm and some special rules 
used by M. Gabel and Z.Su (Gabel et al, 2008) extractable by token algorithm. (Gabel & Su,., 2008).

Finally, the Hadoop MapReduce framework is used to extract and create models. These models 
are presented as finite state automata or continuous expressions. This chapter uses the same token 
extraction algorithm, however, subtracts the small sample in parallel with the map pitch and counts 
the small sample by the large sample in parallel with the reduced pitch. the mission is to improve the 
isolation models and procedures that can be used in the onboarding process.

This method is used in Java programming language with two log files for the two programs. The 
size of the first data wheel is 20 GB and the size of the second data is 30 GB, which is made by the 
manufacturer of the wheel. The 3-group method in the cloud are tested and provided with the first 
group of 5 machines, a second group of 10 machines, and a third group of 20 more machines. The 
effectiveness of the service is call, response, message ... another one.

RESEARCH COMPONENTS

Due to new computational challenges, High Performance Computing (HPC) is becoming more and 
more important in the analysis of business process. HPC typically involves the distribution of work 
among a group of devices that have access to a shared file system hosted on a storage area network. 
This work takes place in parallel via software Application Programming Interface (APIs) such as the 
Message Passing Interface (MPI) and, more recently, the Hadoop MapReduce API. The pattern of 
architecture and other computing services is explored, cloud computing. In short, cloud computing is 
equivalent to the HPC web interface for scaling up quickly and scaling for on-demand use. The server 
side runs in data centers that operate in clusters, and remote clients load large potential datasets for 
analysis in Hadoop or other parallel environments running in the data center.

MapReduce
Hadoop is a set of open source software tools that make it easy to use multiple computer networks 
to solve problems involving large amounts of data and computing. It provides a software framework 
for storing and processing big data using the MapReduce programming model.

The first step of Hadoop is the Hadoop Distributed File System (HDFS), which is used to store 
data, and the MapReduce programming model, which is used for distributed computing. The second 
stage of Hadoop will be developed in more detail by breaking down the previous MapReduce resource 
management function into yarn and introducing other applications such as Hive that are used to run 
queries. In the third step, more details are added and there are hundreds of applications in the Hadoop 
framework that are used for machine learning, flow data analysis, cloud environment, etc (White, 2012).

Hadoop (White, 2012) (Hadoop,2021) is a software framework that can be installed on a 
standard Linux stack to enable analysis of large distributed data. Other than possible changes to meet 
the minimum recommended Random Access Memory (RAM), disk space, etc. for each node, no 
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