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ABSTRACT
This paper presents a solution to keep available up-to-date information
in a search engine whose scope is the content available within news web
sites. This solution is based on the use of non-uniform policy to update the
documents belonging to this scope. In order to use the non-uniform
policy, we identify the most and the least recently updated documents,
based on the idea in which it is supposed that the closest documents of the
root of a site are the most modified ones. This hypothesis was verified
through an experiment within news sites. In order to demonstrate the
efficiency of our solution regarding a traditional one, we performed a
case study whose results showed that: our solution spent less time to make
the new information available, it made fewer requests to the web server, it
kept a high freshness of the scope and, finally, it kept the search engine
index up-to-date for a much longer time than the traditional solution.

1 INTRODUCTION
The terrorist attacks of September 11 led millions of people to

seek recent information in the Web about  what had happened. Some
people sought it in newspaper sites, others searched this information in
search engines. However, the domain general search engines, as Google
[8], were not prepared for this kind of demand because they did not have
a specialized search in news content [14]. Nowadays,  there are already
some search engines with specialized search in news content as own
Google.

Nowadays,  there are already some search engines with specialized
search in news content as Google. The main motivation to build a
domain specific search engine is to allow the user to query pages that are
not likely to be present in more generic search engines and, yet, provide
more search capabilities through specialized interfaces. As the indexes
of these search engines are smaller than a generic one, the index of a
domain specific search engine can be updated more frequently [13]. The
update process in generic search engines is a well-known problem due to
its size. This feature is considerably interesting in special to news site
because of its dynamic nature.

According to [12], a very simple and common way of keeping the
index up-to-date is to revisit all the documents indexed by the search
engine at the same frequency, regardless of how often they change. This
policy is known by uniform policy.

However, if the documents that need to be updated have different
modification rates, then the uniform approach is not efficient. Since
many of the revisited documents were not yet modified, the uniform
approach wastes resources, impairing the quality of the database. As we
will present in this paper, it is in that way that the sites news behavior.
A more suitable policy to that kind of behavior is the non-uniform
policy, in which the elements with faster frequency rate are more fre-
quently updated than slower rate ones [3]. However, to efficiently make
use of this approach, we need a method that will be responsible for the
identification of the most and the least dynamic documents (sites).

In this work we propose a heuristic for the identification of those
documents, that is validated by an experiment. Moreover, it is pre-

sented a case study in which it is compared the efficiency of approaches,
uniform and non-uniform, using the heuristic we propose to the non-
uniform.
2 CONTEXT AND MOTIVATION

The data freshness of a search engine has been investigated in the
literature but, as far as we know, none of the experiments had news
content as the adopted scope. Besides, the commercial search engines
do not explain how they make available information to this kind of
scope. In order to better present the problem, some concepts are useful:
• Speed of the update process: the faster the process speed is, the smaller

will be the time to make the scope up-to-date. There are, however,
limits that bind the speed of the process:

• Ethical limit: if the crawlers make constant downloads of pages of the
sites by making many HTTP requests per second on the same web
server for a long period of time, it will certainly overload it. This
practice is not acceptable, once it uses much of the resources that are
available [9]. That problem is critical while regarding a scope formed
by a reduced number of web servers. Once a great amount of web
servers are available, the crawler can alternate HTTP requests among
the web servers available, not overloading them.

• Operational limit: when a search engine runs over a limited bandwidth
and it has limited hardware resources, it is necessary to avoid overload-
ing it.

• Modification rate of the content of the scope: the larger the modifi-
cation rate of an element of the scope, more times it will be visited to
synchronize the sites information with the search engine database.

Since the update rate of news site is high, a search engine special-
ized in news site works with a restricted scope, looking forward to speed
up the update process. This work proposes to make available recent
information to the end-user, through the identification of the most and
the least modified documents within the news sites, respecting the ethi-
cal limits mentioned before.

3 A HEURISTIC METHOD
As already mentioned, the non-uniform policy is more suitable for

our problem than the uniform one. We need then a method that identi-
fies the most and the least dynamic documents. Based on the following
works, we have developed a heuristic to identify such dynamic elements:
• In [4], the authors affirm that when a user looks for information in a

particular site, the user often starts from the site root page and goes
following links. Since the user cannot indefinitely follow these links, if
the information is not found within a few links from the root, the user
concludes that the information he wants does not exist or has disap-
peared from that site. Therefore, many users often look at just a small
subset of pages from a site, and not the entire site. Knowing that, it is
supposed that the editors of a site give preference to update the pages
near the root.
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• In [5], the web connections of two great corporations were monitored
in order to evaluate the rate and the nature of the changes of the web
resources. One of its conclusions is that pages more frequently ac-
cessed are younger than those less accessed. In [7], more specific for
the Brazilian Web, they concluded the same thing.

Based on these works, we have the following hypothesis: the prob-
ability of a page to be visited is proportional to how closer it is from the
root. Also, when a page is frequently visited it has a high probability to
be changed. Supported by this hypothesis, and we created a method that
identifies the sets of documents most and least modified of a site, based
on the following idea: the pages closest to the site root are those most
modified.

The basic concept of this method is anchor. The anchor of a site
is a document that links the most recent documents of the site. In our
experiments, we have checked that the anchor was either the initial
page of the site or a close link to it. The pages linked by the anchor have
depth 1, the ones linked from those have depth 2, and so on.

In order to make this concept clear, we present the following
example (Figure 1): we need to find the anchor of a news site to keep it
updated in the search engine index. The initial URL of this site is http:/
/www.news.com. Observing this web page, we see that it is just a frame
with two references (hrefs), one pointing to menu.html and the other
one to index2.html. The initial page, thus, is a static page. Observing the
content of these two links we have noticed that the menu.html is also
static, because its content and the content of its links are not news.
Browsing the site, we have also noticed that the index2.html has refer-
ences to all the content of more recent edition of the site. Hence, this
page (http://www.news.com/index2.html) should be chosen to be the
anchor of that site. The hyperlink graph of this site is shown in the
Figure 1.

The depth of a node (web page) of the hyperlink graph to an
anchor will show whether a document is more likely to be modified. To
use this heuristic, it must be chosen the depth value n. These elements
with depth less or equal to n, which form the more dynamic group, must
be updated more frequently, while the remaining ones, which form the
less dynamic group, must be updated with a less periodicity. To update
these groups, it must be specified n, according to the ethical and opera-
tional limits mentioned early, because as larger the value n, larger will be
the size of the dynamic group, which becomes more difficult the update
process.

Experiment
To check the proposed hypothesis we performed an experiment in

the following way:
1. Site selection: it was chosen for specialists of the Radix search engine

[11], 61 news sites of the Brazilian Web based on their popularity.
2. Anchors identification: human experts manually chose the anchors of

the selected sites. During this process, we have verified that inside
these sites, the anchor was either the root of the site or a very close

link to it. The results of this process confirm our hypothesis: if the
page is near the root site, e.g., with a small depth, it has a great
probability to be changed.

3. Monitoring pages1: each selected site at step 1 was visited during 7
consecutive days (September, 2002) in a breadth-first search, starting
from the anchor until n=4.

4. Change identification: to verify whether a page was modified, it was
stripped HTML syntax of the page’s content, generated its checksum
(MD5 algorithm [10]) and it was compared to the page checksum of
the previous day with the one of the current day. The MD5 algorithm
was chosen due its wide use in digital signature verifications.

After the execution of this experiment, we obtained the percent-
age values of daily out-of-date pages with depths 1, 2, 3 and 4, starting
from the anchor. These values are illustrated in Figure 2.

The first we can conclude from these numbers is that the news
pages have not all the same update frequency, as noticed by [4] in the
whole Web study. Therefore, the non-uniform policy is much more
suitable for being the update policy of the news site specialized search
engine. And second, the result of the experiment confirms our hypoth-
esis, and the heuristic proposed shows a way to identify the most and
least dynamic documents (pages) of the news site.

4 CASE STUDY
As we introduced in last section,  the proposed heuristic really

identifies the most and least dynamic elements of  news sites. In this
case study, we will show how its use,  together with a non-uniform policy,
is most efficient than traditional update policy. To compare the effi-
ciency between these approaches, we will use the following measures:
- Success rate: it is  the percentage of  visited pages that were modified.

This value indicates how much the computational resources are wasted.
- Time to make information available: the interval of time  to update

the pages and make them available to the users.

In this study, the scope was the 61 news sites that were used in
experiment presented in last section. In order to update and obtain the
data, we used the Radix search engine. In the database used to this study,
there was 1,475,000 documents belong the 61 news sites.

Uniform Policy
In the uniform policy all database elements are visited at the same

rate, so it is necessary to visit at least once a day, in order to update the
information. Using this approach, we executed the update process of
the scope at the rate of 141 visited pages per minute, speed in which the
entire site would be revisited in 5 days and 16,7 hours. However, due to
the ethical limits mentioned early, we just allowed the process to be
executed for 6 hours. The percentage of success was 22%. These num-

Figure 1 - Example of hyperlink graph of a web site and its anchor.
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Figure 2 - Percentages of modified documents to  different levels of depth
in relation to anchor.
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bers show that the traditional update policy was not appropriate to this
kind of scope, because the information will not be available daily and due
to the waste of resources.

Non-Uniform Policy
In order to adopt the non-uniform policy, we have to identify the

group of the more and the less recently modified pages. For that identi-
fication, we used we used the presented heuristic in the following way:
1. Anchor choice: the anchors used in this case study were the same used

in the experiment in previous section.
2. Depth definition in relation to the anchors2: starting of the anchors, it

was visited pages until levels n<=1, n<=2 e n<=3, obtaining the values
presented in Table 1. With n<=2, there is a lower waste of resources
from Web servers than n<=3, and a bigger number of modified pages,
6,244 pages to n<=2 and only 1,580 to n<=1. Therefore, for this case
study, the chosen depth was n<=2.

Each 6 hours the pages belong to n<=2 were visited at rate of 141
pages per minute. The expended time to execute it was 1.7 hour. The
success rate was 42%. This process can be accomplished in a lower
speed, to decrease the  number of requisitions to Web server. There is,
however, a trade off between time to make available the recent infor-
mation and the number of requisitions. The rest of the database (less
dynamic pages) can be updated in a lower rate, to not overload he Web
servers. Thus, the main goal, to make available the most recently modi-
fied documents to the end user through the search engine index, was
successfully reached without overloading the Web servers.

Discussion
In Section 3 we showed that the uniform policy was not adequated

to this kind of scope, due to the fact that pages are modified at different
rates. This case study confirms that fact through the numbers presented.
For instance, the time to make the information available is about 7
days, what would be a long term to search service in news sites, since the
users are interested in the most recent information. Otherwise, using our
approach, several updates can be done at same day, making available the
information to users in 1.7 hour.

Finally, the analysis of both measures show that, with our ap-
proach, even visiting the pages in a short interval, we obtained a success
rate bigger than the traditional approach, that, visited the pages in a
longer interval (7 days).

Therefore, this study case demonstrated the viability of our ap-
proach to update the news content, because it allowed to make available
the recently released information several times a day, contrary to the
uniform policy.

5 RELATED WORKS
There are several works that focus on the area of freshness in

search engine databases [1, 2, 3, 4, 6].
The approach [1] treats the problem using Web server information

to update the database. It proposes that the Web server keeps a file with
an URL list and their respective modification dates. Thus, initially, the
crawler downloads the list file, identifies the URLs that were modified
since its last visit, and requests only the modified pages. That approach
avoids the waste of Web server resources but, on the other hand, it
demands modifications to the Web server implementation. However,
Web server implementations do not follow any standard, which makes

difficult its use. Our approach, on the contrary, is easily used in practice,
but it does not know exactly which pages were modified and which were
not in the Web Server.

The work [3] proposes an optimal frequency of revisitation to the
crawler that is closer to the uniform policy than to the non-uniform
policy. The authors [2] formulate a model to schedule the update pro-
cess using uniform policy. However, the uniform policy is not appropri-
ated to this kind of scope.

The others approaches [4, 6] use the non-uniform policy as solu-
tion to update the search engine databases. They try to identify the
pages’ behavior based in their historical information of changes. How-
ever, they do not make any a priori assumptions about the distribution
of page change rates.

In [4], to learn how a document behaves according to its modifica-
tion rate along the time, it was proposed the use of statistical estimators
based on historical information of changes. In [6], the authors used a
mathematical model to learn the page’s behavior.

The main problem of those approaches is the need of waiting a
certain period of time to learn in which class a document is, which is not
interesting to the scope news sites, because, for instance, much of the
new content of a edition may be found in pages that did not exist before.
This problem does not occur in our approach, because it can find the
recent pages and update this information in the database without any
historical information of changes.

6 CONCLUSIONS AND FUTURE WORK
It was presented in this work a proposal for the problem of main-

taining as up-to-date as possible the information of news sites of the
Brazilian Web in the search engine database.

The proposal is easy to be implemented. It is based on building a
domain specific search engine that uses the non-uniform policy and on
the identification of the most and the least recently modified docu-
ments according to the idea that the closest documents of a site root are
the most modified ones. It was shown a better and efficient solution
compared to the traditional way of update search engine databases, as
stated by the numbers presented in the study case.

Comparing to the others update policies presented, we can con-
clude that our approach is more efficient than them to update this kind
of scope.

One of the limitations for the use of that heuristic is when the
scope contains many news sites, because even with a small depth, there
will be a very big number of elements to update. An alternative to treat
this problem is to split that scope in smaller scopes.

As future work, it is proposed to implement an automatic method
for the selection of the anchor, and also to verify if the heuristic to
identify the most dynamic documents is valid to the whole Web.

ENDNOTES
1 The one-week period of the experiment and the n value equals to 3

was limited due to the ethical limits mentioned previously because in
some sites it was crawled about 5,000 links daily.

2 As we wish to update the pages every 6 hours, we limited the depth to
n<=3, because a bigger depth would generate a lot of pages to update,
what it would not be possible to update completely due to the opera-
tional limits showed in Section 3.
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