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ABSTRACT
Advanced user interfaces are an important aspect of mobile information
systems. They should provide state-of-the-art visualization and inter-
action techniques tailored for specific tasks, while at the same time allow
flexible deployment of these components on a multitude of (mobile)
hardware platforms. Especially visualizations have to adapt to the
platform capabilities in order to remain not only effective, but also
adequate. Focus & Context techniques are one way to efficiently make
use of displays with low resolution and size, as are lens techniques. Here,
a good tradeoff between complexity and response time is important.
Also, complex inputs are not feasible on most mobile devices. Simple,
straightforward, context-driven interaction options must be presented
to a user. This can be achieved by integrating a task model, user (role)
and resource models as well as multimodal interaction facilities such as
speech recognition, into the user interface component of mobile
information systems.

INTRODUCTION
With the ongoing pervasion of mobile devices and wireless networks,
applications such as location-based services and mobile information
portals are also on the advance. A concrete example underpinning this
paper is a real-world scenario, the mobile support for a maintenance
worker of air-condition units. Such units have a comparatively long
operational life, and therefore often receive mid-life upgrades to meet
current energy efficiency standards etc. This poses difficulties for
technicians to gain sufficient knowledge of all peculiarities of different
units. Therefore the technician requires on-site access to appropriately
modified schematics, operational and safety procedures as well as
assembly instructions. Printed (paper) manuals would be far too bulky
for this purpose. The solution is to use an ‘electronic field manual’ that
provides adapted illustrations that simultaneously function as integrated
part of the visual interface. Besides visual representation, the electronic
manual also makes uses of speech as an alternate output mode. Under-
lying the manual is a task model [RFD04] that exactly determines which
task should be performed on a component at a given time.

Advanced user interfaces are a crucial factor in the success of such mobile
information systems employed by different users on a variety of devices.
The design of these interfaces poses its challenges in its own. Related
work considers necessary deviations from Shneiderman’s “Golden rules
of interface design” [Shn98] for the various reasons existing, like usage
environment and context of use [BRLH00], interaction constraints
[KL99], or the need to fit content not originally sketched for these
devices [KRS03].

This contribution, however, focuses on the challenges of integrating state-
of-the-art visualization, speech and interaction techniques tailored for
specific tasks, while at the same time allowing flexible deployment of these
components on a multitude of (mobile) hardware platforms.

BASICS
The goal of visualization is to transform large volumes of data into
meaningful images that allow us to intuitively understand, to gain new

insight, and to reveal previously unknown patterns or correlations. The
rationality behind this is the ability of the human mind to grasp visual
impressions faster, and also to remember them better than information
heard or read.

The requirements differ whether visualization is employed to explore
a new data set of unknown characteristics, to verify a certain theory a
user may have about the data, or to ultimately create an expressive
illustration of interesting findings. During the exploratory phase, a user
will start with a representation affording a good overview of the entire
data, then zoom into selected areas to filter out interesting information
and finally, have a detailed look at the phenomena found. Thus,
visualization typically is a highly interactive process.

The transformation of abstract (i.e. inherently non-graphical) data into
a visual representation is done by the so-called visualization pipeline
[SB04]. It consists of three stages: filtering, mapping and rendering. In
the first stage, the raw data is filtered for the desired information, which
can include e.g. threshold operations and the calculation of statistical
values like derivation or correlation coefficients. It does also include the
detection and correction of illegal values resulting e.g. from measuring
errors. In the mapping stage, the abstract data is then mapped to
geometric properties like position, shape or size, and visual attributes
like color, opacity or saturation. Finally, this geometry with its
attributes is rendered (to screen or an image) to obtain the visual
representation of the information.

Above all, any visualization must meet three criteria. It must be
expressive, i.e. show all relevant – and only these – information. It must
be effective in that all relevant aspects of the data are perceived
intuitively. Last but not least, visualizations must be adequate. Creating
the visual representation must not require an excessive amount of time
and/or system resources.

One problem that may arise is that a graphical representation becomes
cluttered. In short, this will occur when it is attempted to encode too
much information in too small an image (screen space), i.e. when the
information density becomes too high. The expressiveness and effec-
tiveness of cluttered representations drops sharply, to the point of being
useless. This is especially an issue on mobile devices with their compara-
tively small displays.

The screen size of a given system is obviously a fixed constraint.
However, it may differ significantly across different systems. This is
especially true for mobile devices like PDAs, where today screen
resolutions commonly vary between a mere 240x320 up to a mediocre
480x640 pixels, seldom more. A visualization technique must therefore
manage the information density in order to maintain effectiveness
across different devices of the same class. This can either be achieved
by filtering out information that is not relevant to the user at a certain
point of time, or by communication the information via additional
output modes, primarily speech output.

Therefore the next section discusses a family of techniques used for
information filtering, followed by examples on how alternate input/
output modes can be used to support effective visualizations for this
scenario in section 3.
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FOCUS & CONTEXT
Focus and Context techniques (see e.g. [LA94]) combine a focus region
that displays a part of the whole image with high detail, and a surrounding
context region that presents information in lower detail to provide an
overview.

Depending from the distance of the focus, the context usually is distorted
to accommodate for the increased space requirements of the more
detailed focus. However, it is important to note that the detail of the
representation is not confined to graphical magnification. Keahey
[Kea98] therefore introduced the concept of a detail axis. The degree
of detail can be based on entirely semantic properties, like showing only
average values or cluster centroids in the context, and individual values
within the focus. Figure 1 shows two examples of focus & context
displays.

These concepts can be used for information representation on mobile
handhelds as well (see e.g. [BMPW00, BHR+99]). However, a good trade
off between complexity and response time is important on these devices,
since computing arbitrary, global distortion functions can be very
expensive. In this case a closely related approach, the so-called lens
techniques, shows to be very useful.

A lens is parameterized by its position ‘above’ the visual representation,
its shape, and the effect it has on the underlying representation [GFS05].
As shown e.g. in [SFB94] there is a wide range of effect functionalities
available, including a purely graphical modification, or again by oper-
ating on a semantic level. The latter can be classified as requiring a
modification of the filter stage parameters of the visualization pipeline.
Spatial transformations (magnification, distortion), the variation of
visual variables and the relocation of represented objects are graphic
techniques. In contrast, an increase or a reduction of information
content, as adding annotations or information hiding, are techniques
with semantic effects. Since all these functions are realized for a small,
confined region only, they can be provided very efficiently.

Using Focus & Context or lens techniques generally requires a high
amount of interactivity to move and redefine the focus area and/or lens
parameters. This requirement is opposed by the usually limited interac-
tion capabilities of PDA devices, usually missing a keyboard and
substituting a Stylus pen or Jog wheel for a mouse.

However, in the outlined scenario a visualization pertains to the task
currently performed. Thus, the parameterization of either technique
can be automated. The importance of information can be derived from
the task description, thus creating task-dependent Level of Details (LoD)
for different regions of the visualization. Figure 2 shows an example where
different regions of a technical illustration have been rendered with
varying styles relating to their importance for the current task.

By the same token, if using a confined lens its position can be derived
automatically by the task model. For example, the lens is initially

positioned above the most important region or (in a technical illustra-
tion) the component that has to be handled next.

By this, the interface can present the user with a sensible initial
representation of the information, eliminating the need for the user to
search for, and navigate to, the relevant view manually.

Another advantage of automatically selecting a focus area in visual
representations becomes apparent when using them in conjunction with
further output modes. The task model can be used to synchronize this
‘visual’ focus with the information the user obtains from the other
modes. For example, the lens will always center on the object the
current narration is about. This aspect will be discussed in the next
section.

MULTIMODALITY AND VISUALIZATION
The purpose of employing multimodal communication during visualiza-
tions is two-fold. First, having other, non-graphical means (e.g. speech)
available for output reduces the amount of information that has to be
graphically encoded and placed into the visual representation of the
data. This in turn reduces the information density.

Second, if providing input methods that are not dependent on graphical
user interface (GUI) components, like voice commands, no screen space
needs to be allocated for these components (e.g. zoom buttons), yielding
more room for the visualization itself. In addition, available input
devices differ with the platform used. While a laptop has a fully-featured
keyboard and usually a two-button mouse, on a PDA there is only the
stylus pen with a virtual keyboard, down to only a T9-keypad on some
smartphones. Thus, the entering text (e.g. an arbitrary search expres-
sion) is easy on the laptop, feasible on the PDA, but cumbersome at best
on the Smartphone. Here, voice input would be a much better alternative.

Generally, the decision on what information is communicated by which
of the three modes is based on the type of data, the goal of the
visualization and the mode’s suitability for that purpose. In the scope
of this contribution, we consider the modes: visual (graphic), textual and
verbal (speech) output.

Visualization is best suited for an initial overview of the data set, in order
to find patterns, structures and correlations as well as spatial relation-
ships. It is generally less suited (with the exception of labeled-axis
diagrams) to gather accurate value readings.

Spoken text (by means of voice synthesis) is better suited for the
description of activities or procedures, rather than reading out specific
values. As such, using speech should possibly used more often in the
presentation phase, e.g. to draw the audience’s attention to certain
aspects, provide background information on how certain results where
achieved, or to give assembly instructions associated with a technical
illustration in an electronic maintenance manual. While in the latter

Figure 1. Examples of Focus & Context techniques. Left, a distorted
‘fisheye view’ of a map; right, a web browser where page section in the
context are collapsed into a button labeled with a meaningful phrase.

 

Figure 2. Example for an adapted technical illustration where components
of the device have been highlighted according to their importance for
a given task.
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case a video might be even more appropriate, it might not be available
e.g. due to bandwidth constraints

As speech is a transient medium, it must also be decided when a piece of
information is presented verbally, and if and how it may be repeated if
the user requests it. For example, short statements should be repeated
exactly the same, whereas longer texts should be modified somewhat in
order to more closely resemble the way a human speaker would answer
a repeated question. Again, such meta-information needs to be stored in
the underlying task model.

Text is another graphical output mode. It may simply be printed text,
or labels (annotations) within a graphical representation. In fact, a
number of visualizations actually use text labels to illustrate specific
points in an image. However, the main purpose of using visualization is
to relieve the user from the cognitive effort to read and parse single data
items and then to interpret the findings as a whole (e.g. analyzing a
spreadsheet).

Therefore in the context of this contribution, labels can be seen as a way
to communicate additional information, e.g. precise value readings that
are hard to obtain from e.g. color shades, and tiresome to listen to if read
out. However, an indiscriminate labeling of too many data points would
defeat the sense of visual representation.

The main benefit of labels (as a graphical element) can therefore be seen
in the ability to create links between the visualization and non-graphical
modes. An example is to use labels containing keywords in conjunction
with speech I/O. This indicates to the user that there is additional,
spoken information available for a certain element, and that it can be
obtained by saying the keyword. The font size might also be used to
indicate the relative importance of labeled elements, cf. figure 3.

Labeling also is an important aspect in cartography. Very few maps can
do without proper annotations. As such, several algorithms for (auto-
matic) label placement have been devised [PGP03]. Likewise, special-
ized textbooks with many labeled illustrations are frequently used to
learn terms of a domain specific or foreign language, e.g. anatomic
atlases.

There are, however, differences between labeling maps or illustrations,
and labeling visualizations. Most important is the competition between
the graphical elements of the visualization and the labels. On a map,
most features (e.g. lines) may be partially covered or interrupted by
labels and are still legible. Contrary to this, the graphical elements of
a visualization encode data, so altering their shapes or area sizes by
partial occlusion might result into erroneous perception, violating
expressiveness. Thus, the label placement is even more crucial in
information visualization.

Adding to this is the requirement that visualization generally be
interactive, so label placement must be done in real-time with acceptable
quality. This is generally difficult to achieve on a PDA, but can be
overcome by delegating labeling tasks to a remote server.

An aspect that must be considered with any multimodal presentation is
to establish the correct linking between the visual representation and the
other modes, especially when using focus & context or lens interaction
techniques. The ‘visual focus’ should usually match that of the other
mode(s). For example, the ‘acoustic focus’, i.e. the verbal information
being read out to the user should relate to the object that is currently in
the visual focus. Likewise, the perceived importance of text labels (e.g.
by font size) within a visualization should be the same as the importance
values used to create the focus & context distortion (cf. figure 3).

If this condition is not met, that fact must be obvious to the user in order
to avoid erroneous association of visual, vocal and textual information.
Otherwise, adding speech and/or text would cause confusion instead of
helping the user to understand.

SUMMARY
Mobile information systems suitable for a variety of user groups and
hardware platforms require, among other things, state-of-the-art, inter-
active visualization techniques. The main challenges for creating useful
visualizations in this context are the vastly different capabilities of the
mobile devices in terms of computational power, storage capacity and
input/output facilities as well as their generally very limited screen size
and resolution.

In order to maintain expressiveness and effectiveness, the information
density of created representations must be carefully managed. One way
to do this is to employ focus & context or lens techniques which allow
the user to interactively explore regions of interest in the data at
maximum detail, yet affording him a comprehensive overview for
orientation.

Another solution is to link the visualization with other input/output
modes like speech. Communication information verbally reduces the
information density of visualizations.

The availability of voice commands, on the other hand, enables the
designer to omit GUI elements like buttons, in turn reserving more
screen space for the visualization. Also, dictating words to the machine
is very helpful if a keyboard is not available.

Linking the visualization with other modes is critical. The user must be
able to correctly associate information presented visually with the
information fragments communicated by sound. One way to do this is
using text labels in the visualization. However, labeling as a complex task
is problematic in its own.

A combination of the three modes visualization, speech and text has
been examined for a scenario on mobile maintenance of air-conditioning
units. A software prototype for this ‘electronic maintenance manual’
was presented on the CeBIT 2005 fair.

Future works will include further studies on how speech, visualization
and labeling are combined best. This includes questions on what kind
of information is best delegated to graphical, textual and vocal
output.

REFERENCES
 [BHR+99] S. Björk, L.E. Holmquist, J. Redström, Bretan, R. I. Danielson,

J. Karlgren, and K. Franzen. West: a Web Browser for small
terminals. ACM Conference on User Interface Software and
Technology 1999. ACM Press, 1999.

[BRLH00] S. Björk, J. Redström, P. Ljungstrand, and L. Holmquist.
POWERVIEW: Using information links and information views
to navigate and visualize information on small displays. Pro-
ceedings of Handheld and Ubiquitous Computing 2000 (HUC2k),
Bristol, U.K., 2000.

[BMPW00] O. Buyukokten, H.G. Molina, A. Paepcke, and T. Winograd.
Power Browser: Efficient web browsing for PDAs. Technical
report, Stanford University, Stanford, 2000.

[GFS05] H. Griethe, G. Fuchs, and H. Schumann. A Classification Scheme
for Lens Techniques. Short Paper, 13th International Conference
in Central Europe on Computer Graphics, Visualization and

Figure 3. The illustration from figure 2 with labels. More important
components of the device are labeled more prominently.

 



348  2006 IRMA International Conference

Copyright © 2006, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of Idea Group Inc. is prohibited.

Computer Vision’2005, January 31th – February 4th 2005, Plzen,
Czech Republic.

[Kea98] T. Alan Keahey. The Generalized Detail-in-Context Problem.
Proceedings of the IEEE Symposium on Information Visualiza-
tion, IEEE Visualization, October 1998.

[KRS03] B. Karstens, R. Rosenbaum, and H. Schumann. Visual Interfaces
for mobile handhelds. Proceedings HCI International 2003,
Crete, Greece, June 2003.

[KL99] S. Kristoffersen and F. Ljungberg. “Making Place” to Make IT
Work: EmpiricalExplorations of HCI for Mobile CSCW. Pro-
ceedings of Group’99, ACM Press, 1999.

[LA94] Y. K. Leung and M. D. Apperley. A Review and Taxonomy of
Distortion-Oriented Presentation Techniques. ACM Transac-
tions on Human-Computer Interaction, 1(2):126–160, June
1994.

[PGP03] I. Petzold, G. Gröger and L. Plümer. Fast Screen Map Labeling
– Data Structures and Algorithms. 21st Int. Cartographic Confer-
ence, Durban, South Africa, 2003.

[RFD04] D. Reichart, P. Forbrig, and A. Dittmar. Task Models as Basis
for Requirements Engineering and Software Execution. In Pro-
ceedings of Tamodia, pages 51–58, Prague, Czech Republic,
2004.

[SB04] S. dos Santos and K. Brodlie. Gaining understanding of multivari-
ate and multidimensional data through visualization. Computers
& Graphics 28(3), pages 311-325, June 2004.

[SFB94] M. Stone, K. Fishkin, and E. Bier. The Movable Filter as a User
Interface Tool. Proceedings CHI 94, pages 306–312. ACM,
1994.

[Shn98] B. Shneiderman. Designing the User Interface - Strategies for
Effective Human-Computer Interaction, Addison-Wesley, 1998.



 

 

0 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/proceeding-paper/visualization-multimodal-user-

interfaces-mobile/32778

Related Content

E-Activism Development and Growth
John G. McNuttand Lauri Goldkind (2018). Encyclopedia of Information Science and Technology, Fourth

Edition (pp. 3569-3578).

www.irma-international.org/chapter/e-activism-development-and-growth/184067

A Fuzzy Multicriteria Decision-Making Approach to Crime Linkage
Soumendra Goalaand Palash Dutta (2018). International Journal of Information Technologies and Systems

Approach (pp. 31-50).

www.irma-international.org/article/a-fuzzy-multicriteria-decision-making-approach-to-crime-linkage/204602

PolyGlot Persistence for Microservices-Based Applications
Harshul Singhal, Arpit Saxena, Nitesh Mittal, Chetna Dabasand Parmeet Kaur (2021). International Journal

of Information Technologies and Systems Approach (pp. 17-32).

www.irma-international.org/article/polyglot-persistence-for-microservices-based-applications/272757

Load Flow Analysis in Smart Grids
Osman Hasan, Awais Mahmoodand Syed Rafay Hasan (2018). Encyclopedia of Information Science and

Technology, Fourth Edition (pp. 3103-3113).

www.irma-international.org/chapter/load-flow-analysis-in-smart-grids/184022

Clinical Use of Video Games
Ben Tran (2018). Encyclopedia of Information Science and Technology, Fourth Edition (pp. 3260-3272).

www.irma-international.org/chapter/clinical-use-of-video-games/184038

http://www.igi-global.com/proceeding-paper/visualization-multimodal-user-interfaces-mobile/32778
http://www.igi-global.com/proceeding-paper/visualization-multimodal-user-interfaces-mobile/32778
http://www.irma-international.org/chapter/e-activism-development-and-growth/184067
http://www.irma-international.org/article/a-fuzzy-multicriteria-decision-making-approach-to-crime-linkage/204602
http://www.irma-international.org/article/polyglot-persistence-for-microservices-based-applications/272757
http://www.irma-international.org/chapter/load-flow-analysis-in-smart-grids/184022
http://www.irma-international.org/chapter/clinical-use-of-video-games/184038

