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ABSTRACT
Many businesses are incorporating RFID technology into the supply
chain to improve efficiency and reduce errors, such as, late deliveries,
excess inventory, and shortage of inventory. Application of this
technology is very broad and is limited only by technological challenges
in their design the cost of procuring them. In addition, there are several
consumer concerns posed by RFID deployment, such as, privacy,
security, and environmental damage. Thus far, issues with the introduc-
tion of RFID technology have been examined in isolation; a clear
comprehensive view of the impact of the technology has not yet
emerged. When considering RFIDs, companies typically perform a cost-
benefit analysis that incorporates the deployment cost and the produc-
tivity gains. Consumer concerns in deployment of this technology also
need to be incorporated in the business analysis. This paper presents a
scheme for comprehensively examining the risks of deploying RFID
technology using a matrix-based approach.

INTRODUCTION
Companies are increasingly adopting RFID technology for tracking
goods and products, primarily through the supply chain (Sarma et al.,
2003). RFID technology can be used to tag goods with special wireless
sensors that respond to radio frequency probes allowing them to be
detected without line-of-sight access. Coupled server data able to
identify where and when the item was manufactured, how long and where
it has been in the store (in the back room and/or on the shelf), its price
history, its placement on the shelf (e.g. what was next to it), there is
room for an in-depth analysis at several levels. Since RFID does not
require direct contact or line-of-sight scanning, it provides a significant
productivity advantage over traditional barcodes by allowing rapid
inventory of products and providing real-time visibility to the supply
chain.

Technologically, a RFID system consists of three components: 1) an
antenna, 2) a transceiver, and 3) a transponder (or tag). The transponder
provides the data. Together, the antenna and transceiver collect and
aggregate information. There are two types of RFID tags: 1) active, and
2) passive. Passive RFID tags do not have a power source and reflect the
RF-energy of the receiver’s antenna. In contrast, active tags have their
own power source that allows them emit RF-energy. In passive tags, the
radio signal from the antenna activates the transponder, which then
reflects the energy and transmits a radio signal back to the antenna.
Passive tags have a lower overall cost and an indefinite lifespan because
it is not dependent on battery life. Active tags can support higher data
rates, increased processing speeds, and longer signal range from the tag
reader to the tag.

The potential of RFID portrayed in the literature is decidedly mixed.
Quotes demonstrating apprehensiveness are easy to find, such as that by
Shutzberg (2004): “We believe many early adopters have underesti-
mated the cost of implementing RFID. Moreover, faster-than-usual
technology obsolescence should make RFID costlier, as additional
investments will be required to leverage evolving capabilities”. How-
ever, more optimistic views are also prevalent, such as that by Schwartz
(2004): “RFID is going to change the way companies do business … it
will give unprecedented visibility into the supply chain and will someday
give companies the ability to make decisions while goods are in transit
– decisions that could swing millions of dollars to the plus column”.

Implementation of any new technology comes with obstacles that need
to be managed. Many important business challenges like establishing
RFID Standards, ROI, and managing the explosion of data have been
discussed in the literature (Holstein et al., 2005).

While this technology has been touted to improve efficiency in the
supply chain by streamlining operations and allowing inventory levels
reduction, there are significant risks to using this technology that need
to be considered while evaluating its incorporation into the supply chain.
Threats include spoofing, physical destruction, eavesdropping, counter-
feiting, and denial-of-service (Henrici & Müller, 2004). While the risks
of this technology have been discussed extensively in the literature,
work on aggregating these risks to estimate organizational exposure has
not been done. In this paper, we will analyze these risks and present a
risk analysis framework (Goel & Chen, 2005) to model the risks of using
RFIDs in the supply chain. The framework computes the exposure of
the organization due to threats exploiting vulnerabilities in the supply
chain. The rest of the paper is organized as follows: Section 2 presents
the methodology for analyzing the RFID risks, Section 3 presents the
results of the analysis, and Section 4 presents the conclusions of this
work.

RISK ANALYSIS
Risk analysis is the process of systematically examining the potential
losses that an organization can incur due to internal or external threats.
Risk is often portrayed in terms of assets, threats, vulnerabilities, and
controls where threats exploit vulnerabilities to damage assets and
controls mitigate the impact of threats on the assets. The framework
uses a series of matrices where assets, threats, vulnerabilities, and
controls are collected, along with the probabilities correlating these
parameters. Assets are items of economic value owned by an individual
or an organization and can be of two types: 1) tangible assets (have a
physical existence, i.e., cash, equipment, and people), and 2) non-
tangible assets (cannot be physically touched, i.e., a brand, trust, and
employee morale). Vulnerabilities are weaknesses in an organization
(e.g., security holes in software, security procedures, administrative
controls, physical layout, internal process controls, etc.) that allow
unauthorized access to information or disruption of operations. Threats
are sources of harm, which can exploit vulnerabilities to cause damage
to organizational assets. Controls are mechanisms that can be deployed
to either eliminate or mitigate the impact of threats.

The procedure that was used for risk analysis employs three matrices:
1) an asset-vulnerability matrix (data on the impact of a vulnerability
on an asset), 2) a vulnerability-threat matrix (data on the potential of
a threat exploiting a vulnerability), and 3) a threat-control matrix (data
on the impact of a control on mitigating a threat). The data in the asset-
vulnerability matrix is aggregated and cascaded into the vulnerability-
threat matrix, which is then aggregated to obtain a relative ranking of
different threats. Controls can be also incorporated in the analysis by
cascading the aggregate information from the vulnerability-threat
matrix to the threat-control matrix and then aggregating the data to
obtain the relative importance of different controls. The focus of this
work is collecting data on assets, threats, vulnerabilities, and controls;
gathering the coefficients of sensitivity among different assets, vulner-
abilities, threats, and controls; and analyzing the data to determine risk
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posture and the impact of controls on mitigation of threats. More details
on the procedure can be obtained from Goel and Chen (2005).

RFID risks stem from several sources, which include: security, privacy,
as well as failure of tags and readers. The fundamental problem in this
work is the lack of data for effective quantitative valuation of the risk
impacts of this technology. For some risks, such as the failure rates of
devices (e.g. transponders and receivers), data is available from the
literature. However, it is more difficult to obtain accurate values from
non-tangible losses such as privacy, security, and consumer acceptance.
This research will employ qualitative evaluation in the risk analysis.
While RFID technology is evolving and the price of tags is gradually
reducing, privacy and security requirements may require technology
changes that will increase additional burden. Based on trends in the
industry, RFID technology will soon be so pervasive that consumer
advocates will force privacy legislation on the use of such identifiers.
This would likely result in significant financial impact due to compliance
requirements mandating periodic audits. In addition, the RFID systems
installed today may become obsolete as the technology changes and new
formats and tools emerge. This work will allow organizations to
determine their organizational exposure and explore the feasibility of
implementing RFID technology into their supply chains. By perturbing
the variables in the risk matrices, sensitivities that reflect the impact
of market changes on decision-making can be computed.

OBSERVATIONS FROM THE PILOT STUDY
The observations presented here are based on a pilot study that
investigates the key threats, vulnerabilities, and controls necessary for
an organization, which intends to implement RFID technology into the
supply chain. The final data set will be collected from different European
company executives engaged in the Executive MBA joint program run
by the Graduate School of Business Administration (GSBA) from Zurich,
Switzerland and University at Albany. The complete data set will be
reported in the journal version of the paper. The results presented here
demonstrate the process followed to collect the data and to interpret the
data. A series of matrices were used to collect the risk data, as discussed
earlier. In the first step, the assets, threats, vulnerabilities, and controls
were enumerated and added to the matrices. In the second step, the
valuations were given in the matrices based on a scale of 0 (no impact),
1 (low impact), 3 (medium impact), and 9 (high impact). In the first
matrix, the assets were collected and ranked, as indicated in Table 1.
According to this table, reliability, productivity, communication, sup-
ply chain, and employee morale were determined to be the most
important assets of the organization.

Table 2 shows the asset-vulnerability matrix that relates the assets to
the vulnerabilities of the organization. The relative ranking of different
assets was transferred to the asset-vulnerability matrix from the asset
table (Table 1). The relative impact of each of the vulnerabilities in
exposing an asset was gathered from the users and the data was aggregated
to compute the relative impact of different vulnerabilities. The most
important vulnerabilities were determined to be management deficien-
cies followed by the supply chain and market competition. A surprising
observation from this was that liability appeared to be a weaker vulnerability than most of the other vulnerabilities, especially since

companies are becoming increasingly concerned about liabilities.

The vulnerability-threat matrix (Table 3) contains the aggregated data
from the asset-vulnerability matrix and data on the chance threats would
exploit any vulnerability. The largest threat was determined to be
defective RFID readers, followed by hacking, defective RFID tags,
sabotage, and obsolescence of technology. Surprisingly, privacy-related
issues and lawsuits did not surface to the top even though these factors
are receiving the greatest attention in the press.

The threat-control matrix (Table 4) shows that the most important
control was middleware (software that manages data collection and
security of the data). This was followed by the following categories: new
legislation, RFID dismantler, and redundant server in order of impor-
tance. Research came relatively low even though the authors feel that
significant research is required in order to ensure reliability of RFIDs as
well as security and privacy of data collected through these sensors.

Table 1. Assets of the organization

Table 2. Asset-vulnerability matrix

 

Table 3. Vulnerability-threat matrix

Table 4. Threat-control matrix
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CONCLUSION
The paper emphasizes the importance of aggregating the different risks
of incorporating RFID technology in the supply chain. It presents data
collected in a pilot test survey and shows the interpretation of a single
data sample to give readers an understanding of the process of examining
risks related to use of RFID technology. This approach is adaptable
wherein new assets, threats, vulnerabilities, and controls can be added to
update the risk posture. In addition, the results from this approach can
be used for cost benefit analysis to determine the benefit of incorporat-
ing RFIDs in the supply chain. The journal version of paper will present
the final set of matrices from the data collected in the test sample. A
rationalization and some directions for the future needs in the RFID field
will also be provided.
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