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Abstract

We describe a simulation model of language evolution which integrates synergetic
linguistics with multi-agent modelling. On the one hand, this enables the utilization
of knowledge about the distribution of the parameter values of system variables as a
touch stone of simulation validity. On the other hand, it accounts for synergetic
inter dependenci es of microscopic systemvariablesand macroscopic order parameters.
This approach goes beyond the classical setting of synergetic linguistics by grounding
processes of self-regulation and self-organization in mechanisms of (dialogically
aligned) language learning. Consequently, the simulation model includes four layers,
(i) the level of single information processing agents which are (ii) dialogically aligned
in communication processes enslaved (iii) by the social system in which the agents
participate and whose countless communication events shape (iv) the corresponding
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language system. In summary, the present chapter is basically conceptual. It outlines
a simulation model which bridges between different levels of language modelling kept
apart in contemporary simulation models. This model relates to artificial cognition
systemsin the sense that it may be implemented to endow an artificial agent community
in order to perform distributed processes of meaning constitution.

| ntroduction

Computer-based simulation of sign processes is a much considered topic in cognitive
linguistics, computer science and related disciplines. Starting from the insight that a
biological agent’s capacity to survive correlates with its ability to process linguistic
signs, alot of simulation models of the evolution of sign systems have been elaborated
(Batali, 1998; Cangelosi & Parisi, 2002b; Kirby, 2002; Steels, 1996, 1998, 2000; Turner,
2002). According to these approaches, neither rule-based nor statistical models alone
account for the dynamics of sign systems as an outcome of countless eventsin which
agents make use of signsto serve their communication needs (Andersen, 2000). Rather,
the evolution of sign systems— which natural agentsusein order to collectively survive
— issimulated by meansof computer-based multi-agent systems (Christiansen & Kirby,
2003).

The paradigm of multi-agent modelling opposes any approach to the simulation of
intelligent behaviour by means of single artificial agents operating (and thus processing
language) inisolation. Rather, intelligent behaviour isseen to emerge from the coopera-
tion of many cognitive systemswithout being reducible to any single one of them. This
iswhat Hollan et al. (2000) call distributed cognition— cf. Maturanaand V arela (1980)
for a more philosophical grounding of this approach. According to this view, a full
semiotic (i.e., sign processing) agent isseen to be definabl e only against the background
of acommunity of structurally coupled agents. That is, asingle agent is not supposed
to re-use a pre-established language, but to cooperatively acquire a sign system as a
means of representing and mastering hisor her environment (Maturana& Varela, 1980;
Rieger, 2002). Thisistantamount to areconstruction of thegrounding problem(Ziemke,
1999; Riegler etal., 1999) intermsof distributed, social intelligence (Hollan et al., 2000;
Steels, 2002). In methodological terms, this means to abandon the approach of strong
artificial intelligence (Searle, 1980) and artificial life (Pattee, 1988) — insofar asthey aim
at realizing intelligent behaviour by meansof artificial agents— infavour of computer-
based simulations of language evolution.!

Approaches to simulation models of language evolution are well documented in the
volume of Cangelosi and Parisi (2002b) — see also Kirby (2002) for acomprehensive
overview of thisfield of research.? These approaches have in common that they utilize
multi-agent computer-simulations(Cangelosi & Parisi, 2002a; Gilbert & Troitzsch, 1999)
in order to model aspects of phylo, onto or glossogenetic evolution of language
(Christiansen & Kirby, 2003).2 Theiterated learning model (Kirby, 2002) can bereferred
to as an architectural simulation model which addresses the bottleneck problem,
according to which alanguage is transmitted from generation to generation via agents
who evidently do not have access to the totality of knowledge characterizing the
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