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ABSTRACT

The growing complexity of large IT facilities involves important time and effort costs to operate and 
maintain. Autonomic computing gives a new approach in designing distributed architectures that man-
age themselves in accordance with high-level objectives. The main issue is that existing architectures 
do not necessarily follow this new approach. The motivation is to implement a system that can interface 
heterogeneous components and platforms supplied by different vendors in a non-intrusive and generic 
manner. The goal is to increase the intelligence of the system by actively monitoring its state and au-
tonomously taking corrective actions without the need to modify the managed system. In this paper, the 
authors focus on modeling software and hardware architectures as well as describing administration 
policies using a graphical language inspired from UML. The paper demonstrates that this language 
is powerful enough to describe complex scenarios and evaluates some self-management policies for 
performance improvement on a distributed computational jobs load balancer over a grid.
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INTRODUCTION

Autonomic Computing Principles

Autonomic computing aims to provide methods 
and tools to answer the exponentially grow-
ing demand in IT (Information Technologies) 
infrastructures. These IT systems are getting 
increasingly complex while using a wide variety 
of technologies. Huebscher (2008) compares the 
actual situation to the one experienced in the 1920s 
in telephony: automatic branch exchanges finally 
supplanted trained human operators. Nowadays, 
large IT facilities involve important time and effort 
costs to operate and maintain hardware and soft-
ware. Numerous new technologies are emerging 
and they consume considerable human resources 
in learning how to run, tweak, or configure. One 
of the challenges facing large companies that use 
such IT infrastructures is that of reducing their 
maintenance and operating costs (David, Schuff, & 
St. Louis, 2002) in order to increase their depend-
ability (Sterritt & Bustard, 2003) and assurance 
levels to help them being more confident.

Here are some of the issues raised in this field 
of research:

•	 First of all, managing large scale infra-
structures requires describing the global 
system in a synthetic way. This involves 
describing a deployment objective, a pic-
ture of what to deploy and how to deploy 
it. This picture represents what the system 
should look like upon deployment, the in-
tended construction. Indeed, it is necessary 
to have an automatically orchestrated de-
ployment process due to the huge number 
of machines (at least hundreds, and up to 
thousands) that are potentially involved. 
It has been shown that large deployments 
cannot be handled by humans, because 
this often leads to errors or inconsistencies 
(Flissi, Dubus, Dolet, & Merle, 2008).

•	 Once deployed, the system has to be con-
figured and started. These multiple tasks 
are ordered (some parts of the system have 
to be configured or started before others), 
which also imply an automatic process. 
Indeed, Kon and Campbell (1999) argue 
that it is hard to create robust and efficient 
systems if the dynamic dependencies be-
tween components are not well under-
stood. They found common issues were 
some parts of the system fail to accomplish 
their goals because unspecified dependen-
cies are not properly resolved. Sometimes, 
failure of one part of the system could also 
lead to a general system failure.

•	 During runtime, human system operators 
tend to have slow reaction times and this 
can result in unavailability of critical ser-
vices. For example, Gray (1986) clearly 
shows that human mistakes made during 
maintenance operations or reconfigura-
tions are mainly responsible for failures in 
distributed systems. The need here is to in-
troduce a rapid system repair or reconfigu-
ration so that critical services are kept at an 
acceptable level (Flaviu, 1993). Moreover, 
new services (large audience services 
like social networks, video services) tend 
to follow heavy fluctuations in demands 
(Cheng, Dale, & Liu, 2008). Thus, these 
services experience scalability issues and 
need fast rescale mechanisms.

Raised Problematics

Exploring the autonomic computing principles 
lead us to the following questions:

•	 How to describe deployment objectives, 
repairs, reconfigurations or rescaling? This 
raises the need for easy to use, high-level 
policies to describe the management of 
distributed systems.
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