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ABSTRACT

This chapter proposes a single imitation-learning algorithm capable of simultaneously learning linguistic

as well as nonlinguistic tasks, without demonstrations being labeled. A human demonstrator responds to
an environment that includes the behavior of another human, called the interactant, and the algorithm
must learn to imitate this response without being told what the demonstrator was responding to (for
example, the position of an object or a speech utterance of the interactant). Since there is no separate
symbolic language system, the symbol grounding problem can be avoided/dissolved. The types of linguistic
behavior explored are action responses, which includes verb learning but where actions are generalized
to include such things as communicative behaviors or internal cognitive operations. Action responses to
object positions are learnt in the same way as action responses to speech utterances of an interactant.
Three experiments are used to validate the proposed algorithm.

INTRODUCTION

A growing number of experimental results and
theories suggest that language is a process that
strongly interacts with and is grounded in ac-
tion and perception (Rizzolatti & Arbib, 1998;
Glenberg & Kaschak, 2002; Pulvermuller, Hauk,
Shtyrov, Johnsrude, Nikulin, & I[lmoniemi, 2003;
Hauk, Johnsrude, & Pulvermuller, 2004). This
notion has also been discussed within the robot-
ics community (see for example Cangelosi, et al.,
2010; Perani, et al., 2003). That language cannot
be separated from action is thus a well-accepted

DOI: 10.4018/978-1-4666-6042-7.ch084

notion. Language and action learning are however
still regarded as two different systems, and the
problem of how to integrate these two separate
systems is sometimes referred to as the symbol
grounding problem (see Steels, 2007a, for a
description of the problem and solutions). The
problem arises when a separate symbol system
must be connected to a separate action system.
However, if language is learned via amore general
system thatimitates both actions and language, this
difficult problem does not arise (a single imitation
learning strategy, learning how to respond to any
context, no matter if that context includes speech
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or is completely made up of inanimate objects
can account for both). This chapter describes one
possible such imitation learning system that can
learn both non-communicative actions as well
as linguistic skills, and tests this system in three
experiments. The symbol grounding problem
does not arise, simply because there is no separate
symbol system that needs to be connected to an
action system.

The focus of the present chapter is verb learn-
ing—the learning of action concepts and learning
that there is a speech utterance or hand sign
associated to this action concept. An imitation
learner watches two adult humans, one interactant
that may speak or make a hand gesture, and one
demonstrator that performs an action. After several
such interactions, the imitator is confronted with
a situation that among other things includes the
interactant. The imitator attempts to respond as
the demonstrator would have responded. The idea
here is that the imitator will treat the interactant
(and his/her utterance or hand gesture) as any
other part of the context, and if the demonstrator
sometimes responds to the interactant, but at other
times responds to other elements of the context, the
imitator can utilize the same strategy for correctly
imitating all of these responses. When viewing a
specific demonstrator action, the imitator is not
told what this is a response to (either something
the interactant did, or something else in the envi-
ronment). Since the imitator is not told in advance
what part of the environment should trigger an
action, no bias is displayed for the mode of com-
munication. Thus, in the second experiment, the
imitator learns words in speech, as well as words
inasignlanguage, concurrently without problems.
The second experiment goes beyond verb learning,
as some of the actions that are learnt would look
like communicative acts by an outside observer
(e.g., responding to speech with a hand sign or
describing the environment with a hand sign). In
the third experiment, the imitator learns verbs and
concurrently learns when to perform operations
on an internal cognitive structure, viewing such

internal operations as similar to physical actions.
Regardless of whether the actions are responses
to a linguistic stimulus or to the properties of an
object, the imitator must solve the problem of

1. Identifying which parts of the context and
the action are important and

2. Deciding what to do in situations that are
similar but not exactly the same.

Tomasello, Carpenter, Call, Behne, and Moll
(2005) describe the referential ambiguity of
physical actions. They state that, “the exact same
physical movement may be seen as giving an ob-
ject, sharing it, loaning it, moving it, getting rid
of it, returning it, trading it, selling it, and on and
on depending on the goals and intentions of the
actor.” This ambiguity is very similar to the type
of ambiguity in language acquisition that Quine
referred to as the Gavagai problem (Quine, 1960):
The problem of how to guess the meaning of a
new word when many hypothesis can be formed
(out of a pointing gesture), and it is impossible to
read the mind of the language teacher.

For example, imagine a demonstrator, that we
will call Steve, trying to teach you something new.
Steve and you are both looking at a rabbit just in
front of the trees of a forest. Steve takes a stone
on his right, and throws it towards the rabbit with
a parabolic-shaped trajectory. The stone arrives
one meter to the left of the rabbit, just below a tree
with blue flowers. Now Steve asks you to try to
reproduce what he did. In the meantime, the rab-
bit moves 10 meters away, a cat has arrived next
to the tree, and there are no more stones on your
right or Steve’s right, but a stone on your left and
aknife on your right. What should you do? Would
you take the stone or the knife? Would you throw
itin any direction, trying to reproduce a parabolic
trajectory? Or would you throw it towards the left
of the rabbit, or onto the rabbit, or to the left of the
cat? Or try to throw it just below a tree with blue
flowers? Did Steve intend to throw something at
the rabbit (but miss it) or to the closest animal?
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