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ABSTRACT

Feature selection is considered as an important preprocessing step to data mining and soft computing, 
whereas regression is a collection of methods to optimally assess the signal from a noisy output. Both 
seek to arrive at the dependence and relation between different attributes and a target material property. 
In the present chapter a flock of regression and feature selection techniques are discussed, and the kind 
of results that can be obtained with each of them has been illustrated with the help of a dataset on steel. 
The different methods are capable of abstracting data in different forms, thus revealing hidden knowledge 
from different perspectives. Choosing the most appropriate method depends on the application at hand 
and the kind of objective that one is looking for.
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Applications of Feature Selection and Regression Techniques in Materials Design
 

INTRODUCTION

Design of new and superior materials involves data with a large number of variables. It is very often 
advisable to assess the importance of these input variables (or predictors) and draw a quantitative inter-
relation between them and the output (or target) variable. This substantially improves any prediction 
or design model from different ways. Firstly it gives an overview of the role of different factors in the 
desired properties of the material and makes design and control of experiments easier by chopping off 
redundant variables. Secondly, in the case of predicting a material property from its composition and 
processing variables, selecting the most relevant variables renders the prediction model simpler, more 
efficient, and often even more accurate (by impeding over-fitting). Thirdly, where it is desirable to ob-
tain a closed-form relationship between the input variables and the final property, a simple expression 
relating them makes the system and its underlying process explainable in physical terms.

Regression and feature selection have served as important tools to statistical learning and data mining. 
There are various feature selection and regression techniques for assessing the importance and interrela-
tion of variables. In this chapter we discuss a number of techniques which will be useful for a practitioner 
or researcher in materials design and engineering, though they are equally applicable to a data set from 
any field of science, engineering as well as humanities. Finally, we illustrate the working and kind of 
results that these techniques generate, through a numerical example, focusing on the kind of inference 
that may be drawn from each method, along with a comment on choosing the most appropriate method.

REGRESSION TECHNIQUES BASED ON STATISTICAL LEARNING

The most classical regression technique is the ordinary least squares (OLS), which works well when the 
number of predictors is small, the correlation between the predictors is weak and their contributions to 
the conditional mean response are linear and additive. Departure from these assumptions would require 
considering more sophisticated methods. As for example, when the number of predictors is greater than 
the number of observations, OLS is not applicable. The aforementioned task of addressing model cre-
ation in the presence of a large number of descriptors can be accomplished via the implementation of 
one or several applicable regression techniques; Principle Component Regression (PCR), Partial Least 
Squares (PLS), Sparse Partial Least Squares (SPLS), Least Absolute Shrinkage and Selection Operator 
(Lasso), Ridge Regression and Elastic Net are examples of such techniques. The first three belong to a 
class of techniques referred to as latent factor techniques, the last three a class referred to as regularized 
regression techniques. Both are capable of handling a large number of descriptors with the distinction 
being that latent factor regression accomplishes this end by performing the analysis using a set of de-
rived components (latent factors) whereas regularization does so by allowing descriptors to contribute 
disproportionately to the analysis.

Principle Component Analysis constructs a set of vectors (principle components), each of which de-
scribes the projection of each descriptor onto a p-dimensional space. PCR performs regression analysis 
using this set of principle components. PLS unlike PCR takes into account the response (target variable/
property) as well as the response variables in constructing the latent factors used in analysis. PLS derives 
the latent factors in a way that maximizes the covariance between the latent factors and the target vector. 
SPLS introduces a sparsity parameter into PLS analysis which adds another dimension to the investigation.
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