
406

Copyright © 2017, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  17

DOI: 10.4018/978-1-5225-1759-7.ch017

ABSTRACT

Cognitive robots are brain-inspired robots that are capable of inference, perception, and learning 
mimicking the cognitive mechanisms of the brain. Cognitive learning theories and methodologies for 
knowledge and behavior acquisition are centric in cognitive robotics. This paper explores the cognitive 
foundations and denotational mathematical means of cognitive learning engines (CLE) and cognitive 
knowledge bases (CKB) for cognitive robots. The architectures and functions of CLE are formally pre-
sented. A content-addressed knowledge base access methodology for CKB is rigorously elaborated. The 
CLE and CKB methodologies are not only designed to explain the mechanisms of human knowledge 
acquisition and learning, but also applied in the development of cognitive robots, cognitive computers, 
and knowledge-based systems.

1. INTRODUCTION

A cognitive robot is a brain-inspired robot system that is capable of inference, perception, and learning 
mimicking the cognitive mechanisms of humans. The fundamental theories and methodologies underpin-
ning cognitive robotics are the cognitive learning engines (CLE) and cognitive knowledge bases (CKB) 
supported by a collection of contemporary mathematics known as denotational mathematics (Wang, 
2003, 2007a,b, 2008c, 2009c, 2010a, 2012a,b,c, 2014a,b, 2015a,d,e; Wang & Berwick, 2012, 2013).

A Cognitive Knowledge Base (CKB) represents and manipulates knowledge as a dynamic concept 
network mimicking human knowledge processing. CKB is demanded in machine learning, knowledge-
based systems, cognitive computers, and cognitive robots in general, as well as in the development of 
the Cognitive Learning Engine (CLE) for cognitive robots in particular. CKB is a central component 
for machine learning via autonomous knowledge acquisition and manipulation, because the general 
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form of learning is a knowledge acquisition and manipulation process according to the latest studies in 
cognitive science, brain science, and neuroinformatics (Debenham, 1989; Chang et al., 2006; Brewster 
et al., 2004; Wang, 2003, 2009a, 2010a, 2011a; Wang & Fariello, 2012).

Conventional knowledge bases are studied in three categories known as the linguistic knowledge 
bases (Crystal, 1987; Brewster et al., 2004; Fellbaum, 1998; Liddy, 2001; Pullman, 1997; Wang, 2014a, 
2015c; Wang & Berwick, 2012, 2013), expert knowledge bases (Bender, 1996; Wang, 2007a; Wilson & 
Keil, 2001), and ontology (Gruber, 1993; Brewster et al., 2004; Leone et al., 2006; Tiberino, et al. 2005; 
Wang et al., 2011). Typical linguistic knowledge bases are generic lexical databases such as WordNet 
and ConceptNet (Fellbaum, 1998; Liu & Singh, 2004). Linguistic knowledge bases only provide general 
materials or dictionaries for applied knowledge bases of individuals and systems. Expert knowledge bases 
are elicitations of various domain knowledge represented by logical and fuzzy logical rules (Bender, 
1996; Surmann, 2000; Zadeh, 1956, 2004; Wang, 2014c; Wang & Berwick, 2012, 2013). However, hu-
man knowledge representation and retrieval are more complicated and semantics-centric beyond logical 
rules. Ontology deals with small-scale knowledge in a certain domain as a hierarchical network of a set 
of natural words and their semantic relations (Brewster et al., 2004; Cocchiarella, 1996; Gruber, 1993; 
Sanchez, 2010; Tiberino, et al. 2005; Wang et al., 2011). Ontology represents small-scale acquired 
knowledge by a static and application-specific model, which cannot be applied as a general knowledge 
base for machine learning and real-time knowledge manipulations.

According to studies in cognitive science and neurophysiology (Leone et al., 2006; Pojman, 2003; 
Wang, 2009b, 2012b, 2013a; Wang & Wang, 2006; Wang et al., 2006), the foundations of human knowl-
edge and long-term memory can be represented by an Object-Attribute-Relation (OAR) model based 
on the synaptic structure of human memory. The OAR model represents the hierarchical and dynamic 
neural clusters of knowledge retained in memory, which leads to the development of the logical model 
of cognitive knowledge bases.

Definition 1: The OAR model of knowledge as retained in long-term memory (LTM) is a triple, i.e.:

OAR A (O, A, R)  (1)

where O is a finite set of objects identified by unique symbolic names, A is a finite set of attributes 
for characterizing each object, and R is a set of relations between objects and attributes.

The OAR model can be illustrated as shown in Figure 1 for formally modelling the structure of hu-
man knowledge and its representation in LTM and CKB.

This paper presents a novel cognitive learning engine (CLE) for cognitive robots powered by the 
cognitive knowledge base (CKB). The structure model of CKB is described in Section 2, which encom-
passes the formal concept model for itemized knowledge representation and the dynamic concept network 
model for the entire knowledge base composition. Knowledge manipulations in CKB are embodied by 
a set of knowledge acquisition and retrieval operations on the structural models of CKB. On the basis 
of CKB, the CLE architecture and methodologies are formally described in Section 4 for implementing 
autonomous learning of cognitive robots.



 

 

16 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/cognitive-learning-methodologies-for-brain-

inspired-cognitive-robotics/173345

Related Content

Object Segmentation Based on a Nonparametric Snake with Motion Prediction in Video
Sang-Myoung Ye, Rae-Hong Parkand Dong-Kyu Lee (2012). Cross-Disciplinary Applications of Artificial

Intelligence and Pattern Recognition: Advancing Technologies  (pp. 86-107).

www.irma-international.org/chapter/object-segmentation-based-nonparametric-snake/62686

Toward an Organization-Oriented Design Methodology for Agent Societies
Virginia Dignumand Hans Weigand (2008). Intelligent Information Technologies: Concepts, Methodologies,

Tools, and Applications  (pp. 2307-2322).

www.irma-international.org/chapter/toward-organization-oriented-design-methodology/24404

Intelligent Information Integration: Reclaiming the Intelligence
Naveen Ashishand David A. Maluf (2009). International Journal of Intelligent Information Technologies (pp.

28-54).

www.irma-international.org/article/intelligent-information-integration/4038

Influential Researcher Identification in Academic Network Using Rough Set Based Selection of

Time-Weighted Academic and Social Network Features
Manju G., Kavitha V.and Geetha T.V. (2017). International Journal of Intelligent Information Technologies

(pp. 1-25).

www.irma-international.org/article/influential-researcher-identification-in-academic-network-using-rough-set-based-

selection-of-time-weighted-academic-and-social-network-features/175326

Display Content Adaptation Using a Force Sensitive Office Chair
Andreas Riener (2011). International Journal of Ambient Computing and Intelligence (pp. 8-17).

www.irma-international.org/article/display-content-adaptation-using-force/58336

http://www.igi-global.com/chapter/cognitive-learning-methodologies-for-brain-inspired-cognitive-robotics/173345
http://www.igi-global.com/chapter/cognitive-learning-methodologies-for-brain-inspired-cognitive-robotics/173345
http://www.irma-international.org/chapter/object-segmentation-based-nonparametric-snake/62686
http://www.irma-international.org/chapter/toward-organization-oriented-design-methodology/24404
http://www.irma-international.org/article/intelligent-information-integration/4038
http://www.irma-international.org/article/influential-researcher-identification-in-academic-network-using-rough-set-based-selection-of-time-weighted-academic-and-social-network-features/175326
http://www.irma-international.org/article/influential-researcher-identification-in-academic-network-using-rough-set-based-selection-of-time-weighted-academic-and-social-network-features/175326
http://www.irma-international.org/article/display-content-adaptation-using-force/58336

