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ABSTRACT

It is generally observed throughout the world that in the last two decades, while the average speed of
computers has almost doubled in a span of around eighteen months, the average speed of the network
has doubled merely in a span of just eight months! In order to improve the performance, more and more
researchers are focusing their research in the field of computers and its related technologies. Data
Mining is one such research area. It extracts useful information the huge amount of data present in the
database. The discovered knowledge can be applied in various application areas such as marketing,
fraud detections and customer retention. It discovers implicit, previously unknown and potentially useful
information out of datasets. Recent trend in data mining include web mining where it discover knowledge
from web based information to improve the page layout, structure and its content.

INTRODUCTION

Data mining is the process of nontrivial extraction of implicit, previously unknown and potentially use-
ful information from the raw data present in the large database (Jiawei et al. 2006). It is also known as
Knowledge Discovery in Databases (KDD). Data mining techniques can be applied upon various data
sources to improve the value of the existing information system. When implemented on high performance
client and server system, data mining tools can analyze large databases to deliver highly reliable results. It
is also described that the data mining techniques can be coupled with relational database engines (Jiawei
et al. 2006). Data mining differs from the conventional database retrieval in the fact that it extracts hid-
den information or knowledge that is not explicitly available in the database, whereas database retrieval
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extracts the data that is explicitly available in the databases through some query language. Based on
the fact that, a certain degree of intelligence is incorporated in the system, data mining could further
be viewed as a branch of artificial intelligence and thus, it could be treated as an intelligent database
manipulation system. Dunham et al. (2006) have explained that data mining is an interdisciplinary field
that incorporates concepts and techniques from several disciplines such as statistics, neural networks
and machine learning in the process of knowledge discovery. Data warehousing is the location where
it stores subject oriented and task relevant data for an organization decision support system. It contains
data that are most important and relevant to decision making process. Hence, this chapter describes the
functionality of data mining and data warehousing system with its applications. Also, it focuses on Web
mining where it addresses the issues and challenges present in it. Finally, it describes the integration
technique where data mining and data warehousing system can be combined for an effective functional-
ity. As data mining is an interdisciplinary field, it uses algorithms and techniques from various fields
such as statistics, machine learning, artificial intelligence, neural networks and database technology.
The most commonly used methods that assist in data mining tasks are (Jiawei et al. 2006) given below:

e  Artificial Neural Networks (ANN): A non-linear predictive model comprises of different layers
namely input, hidden and output layers that learn through training and resemble biological neural
network in a structure.

e  Decision Tree: A tree structure comprises of nodes and branches and represents a set of decisions.
A node in decision tree represents conditions and branches of outcome. These decisions generate
rules for the classifications of a dataset. Specific decision tree method includes classification and
regression trees.

e  Genetic Algorithm (GA): This Evolutionary optimization technique uses operators such as ge-
netic combination, mutation, and natural selection in a design-based concept of evolution. This
can be applied to optimization problem that either maximize or minimize the given objective
function.

e  Nearest Neighbor Method: A technique that classifies each record in a dataset based on a combi-
nation of the classes of ‘k’ records that are most similar to its historical dataset. Sometimes called
as the K-Nearest Neighbor (KNN) technique.

o  Rule Induction: This is the extraction of useful if-then rules from the dataset.

BACKGROUND

It is described that data mining can be viewed as a crucial step in knowledge discovery process which
is shown in Figure 1. It is composed of various phases such as:

Pre-processing

Data Mining

Pattern Extraction
Pattern Evaluation
Knowledge Presentation
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