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introduction

Multiplexing is the process of combining several in-
dependent signals to build another one from which it 
is possible to recover any of the original signals. This 
way, several sources of information can share one 
single transmission channel. The opposite operation 
is demultiplexing, or demuxing.

Multiplexing devices are called multiplexers, or 
muxers. Demultiplexer devices are called demulti-
plexers, or demuxers. A multiplexed stream is usually 
called multiplex.

For telecommunications, channel sharing usually 
aims for using one single physical channel to transmit 
several data streams. In multimedia, we assume an 
established digital data path, so a channel is a logical 
connection. The goal is to divide the complexity of 
digital multimedia systems in different access levels. 
For the example in Figure 1a, multiplex 1 hides the 
individual details of stream 1 and 2, and multiplex 2 
adds a new access layer hiding the details of multiplex 
1 and stream 3.

A typical application of multiplexing is mixing in-
dividual audio and video streams to build a new single 
stream for transmission or storage. 

background

streaming and data streams

Real-time multimedia data are usually transmitted using 
streaming techniques: data are streamed over a digital 

connection with a certain bitrate. Streamed data are 
called bitstream or stream.

Streaming is useful to transmit data representing 
digital signals that vary in time (e.g., video or audio). 
Clients interpret input streams at the time they receive 
it, as opposed to static data, where they wait until the 
transmission is complete.

Clients can start receiving a stream in the middle of 
a transmission. This enables digital broadcasting, where 
a server is transmitting a data stream continuously and 
clients “tune in” when they want (e.g., digital TV).

elementary streams and multiplexed 
streams

Multiplexing several streams results in a new stream. Al-
ready multiplexed streams may be further multiplexed 
with other streams to construct higher level streams. 
The leaves of any multiplexing hierarchy (data streams 
1, 2, and 3 in Figure 1a) are called elementary streams. 
Elementary streams cannot be further demultiplexed.

Typical types of elementary streams are video, audio, 
subtitles, event streams, and so forth.

An advantage of this separation is that each elemen-
tary stream can be coded using specialised algorithms. 
Another benefit is that one single multimedia stream 
can carry different elementary streams for the same 
logical object, letting end users configure the final 
representation of the multimedia stream. For example, 
in Figure 1b, two audio streams are multiplexed in the 
multimedia stream. In the client side, the user selects 
one of them from the multiplex to reconstruct the media 
according with his preferences.
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static data

Apart from multiplexed real-time streams, multimedia 
streams contain also non real-time data. These data in-
clude metadata and static data. Metadata are information 
about the whole media stream and information about 
the multiplexed streams it contains. Static data may be 
of many types: teletext, electronic programming guide, 
interactive programs.

For storage, static data may be saved in chunks in 
any place of the media container. However, in streaming 
environments, specially in broadcasting, clients may 
start the reception at any point in the original stream. 
Thus, these data chunks must be transmitted periodi-
cally so that any client can receive them.

In Figure 2a, the grey block represents metadata that 
the demuxer needs to interpret the rest of the multime-

dia stream. In a random access storage, metadata may 
be saved anywhere because the demuxer can access it 
prior to start reading the multimedia stream. However, 
in broadcast environments, a demuxer that access the 
stream in t1 cannot start demultiplexing it until t2.

If a metadata block has a considerable length, it 
may not be practical to send the whole data block for 
each repetition. For that cases, MPEG defines the data 
carousel (ISO/IEC, 1998). In a data carousel, static 
data are sent in chunks regularly. When all chunks 
have been transmitted, the carousel starts again with 
the first chunk (Figure 2b).

temporal dependencies

There is one important difference between multimedia 
multiplexing and other types of multiplexing: data 
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Figure 1. Multiplexing applications



 

 

8 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage: www.igi-

global.com/chapter/multiplexing-digital-multimedia-data/17512

Related Content

A Real-Time 3D Visualization Framework for Multimedia Data Management, Simulation, and

Prediction: Case Study in Geospatial-Temporal Biomedical Disease Surveillance Networks
Nathaniel Rossol, Irene Cheng, Iqbal Jamal, John Berezowskiand Anup Basu (2011). International Journal of

Multimedia Data Engineering and Management (pp. 1-18).

www.irma-international.org/article/real-time-visualization-framework-multimedia/54459

An Experimental Evaluation of Debayering Algorithms on GPUs for Recording Panoramic Video in

Real-Time
Ragnar Langseth, Vamsidhar Reddy Gaddam, Håkon Kvale Stensland, Carsten Griwodz, Pål Halvorsenand

Dag Johansen (2015). International Journal of Multimedia Data Engineering and Management (pp. 1-16).

www.irma-international.org/article/an-experimental-evaluation-of-debayering-algorithms-on-gpus-for-recording-panoramic-

video-in-real-time/132684

UML as an Essential Tool for Implementing eCRM Systems
Calin Gurau (2009). Encyclopedia of Multimedia Technology and Networking, Second Edition (pp. 1453-1463).

www.irma-international.org/chapter/uml-essential-tool-implementing-ecrm/17570

Attention-Based Multimodal Neural Network for Automatic Evaluation of Press Conferences
Shengzhou Yi, Koshiro Mochitomi, Isao Suzuki, Xueting Wangand Toshihiko Yamasaki (2020). International

Journal of Multimedia Data Engineering and Management (pp. 1-19).

www.irma-international.org/article/attention-based-multimodal-neural-network-for-automatic-evaluation-of-press-

conferences/265538

A Cross-Layer Design for Video Streaming Over 802.11e HCCA Wireless Network
Hongli Luo (2011). International Journal of Multimedia Data Engineering and Management (pp. 21-33).

www.irma-international.org/article/cross-layer-design-video-streaming/58049

http://www.igi-global.com/chapter/multiplexing-digital-multimedia-data/17512
http://www.igi-global.com/chapter/multiplexing-digital-multimedia-data/17512
http://www.irma-international.org/article/real-time-visualization-framework-multimedia/54459
http://www.irma-international.org/article/an-experimental-evaluation-of-debayering-algorithms-on-gpus-for-recording-panoramic-video-in-real-time/132684
http://www.irma-international.org/article/an-experimental-evaluation-of-debayering-algorithms-on-gpus-for-recording-panoramic-video-in-real-time/132684
http://www.irma-international.org/chapter/uml-essential-tool-implementing-ecrm/17570
http://www.irma-international.org/article/attention-based-multimodal-neural-network-for-automatic-evaluation-of-press-conferences/265538
http://www.irma-international.org/article/attention-based-multimodal-neural-network-for-automatic-evaluation-of-press-conferences/265538
http://www.irma-international.org/article/cross-layer-design-video-streaming/58049

