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ABSTRACT

Software reliability is a statistical measure of how well software operates with respect to its requirements. 
There are two related software engineering research issues about reliability requirements. The first issue 
is achieving the necessary reliability, i.e., choosing and employing appropriate software engineering 
techniques in system design and implementation. The second issue is the assessment of reliability as a 
method of assurance that precedes system deployment. In past few years, various software reliability 
models have been introduced. These models have been developed in response to the need of software 
engineers, system engineers and managers to quantify the concept of software reliability. This chapter 
investigates performance of some classical and intelligent machine learning techniques such as Linear 
regression (LR), Radial basis function network (RBFN), Generalized regression neural network (GRNN), 
Support vector machine (SVM), to predict software reliability. The effectiveness of LR and machine 
learning methods is demonstrated with the help of sixteen datasets taken from Data & Analysis Centre 
for Software (DACS). Two performance measures, root mean squared error (RMSE) and mean absolute 
percentage error (MAPE) is compared quantitatively obtained from rigorous experiments.
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INTRODUCTION

Software reliability modeling has gained a lot of importance in many critical and daily life applications, 
which has led to the tremendous work being carried out in software reliability engineering. Software 
reliability growth models (SRGMs) successfully have been used for estimation and prediction of the 
number of errors remaining in the software. The software practitioners and potential users can assess 
the current and future reliability through testing using these SRGMs. Many analytical models such as 
times-between-failures model, nonhomogeneous Poisson process (NHPP) model, Markov processes and 
operational profile model has been proposed in past four decades for software reliability prediction. The 
two broad categories of SRGMs include parametric models and non-parametric models. Most of the 
parametric SRGM models are based on NHPP which has been widely used successfully in practice. The 
non-parametric SRGM models based on machine learning are more flexible which can predict reliability 
metrics such as cumulative failures detected, failure rate, time between failures, next time to failures. 
Both parametric and non-parametric models can be used to estimate the current reliability measures 
and predict their future trends. Therefore, SRGMs can be used as mathematical tools for measuring, 
assessing and predicting software reliability quantitatively.

Despite the application of various machine learning methods in past few decades, non-homogeneous 
Poisson process (NHPP) based models has remained one of the most attractive reliability growth models 
in monitoring and tracking reliability improvement. However, due to their hard-core assumptions, valid-
ity and relevance in the real-world scenario have limited their usefulness. On the other hand, learning 
and generalization capability of artificial neural networks (ANNs), and its proven successes in complex 
problem solutions has made it, a viable alternative for predicting software failures in the testing phase. 
The main advantages of ANNs over NHPP based models is that it requires only failure history as inputs 
and no assumptions, or a priori postulation of parametric models is required. Several regression techniques 
such as linear regression and machine learning methods (DTs, ANNs, SVMs, GA) have been proposed 
in literature for predicting software reliability. The major challenges of these models do not lie in their 
technical soundness, but their validity and applicability in real world projects in particular to modern 
computing system. Linear regression (LR) is the most widely used method and easily understood but it 
hardly works well on real-life data. Since, LR is restricted to fitting straight line functions to data and 
hence not suited well for modeling non-linear functions. Some empirical studies based on multivariate 
linear regression and neural network methods have been carried out for prediction of software reliability 
growth trends.

However, multivariate linear regression method can address linear relationship but require large 
sample size and more independent variables. The use of support vector machine (SVM) approach in 
place of classical techniques has shown a remarkable improvement in the prediction of software reli-
ability in the recent years. The design of SVM is based on the extraction of a subset of the training data 
that serves as support vectors and therefore represents a stable characteristic of the data. GRNN-based 
reliability prediction model incorporating the test coverage information such as blocks and branches is 
applied for software reliability prediction. The prediction accuracy of software reliability models can be 
further improved by adding other important factors affecting the final software quality such as historical 
information from software development like capability of developers, testing effort and test coverage. 
SVM represent the state of the art due to their generalization performance, ease of usability and rigorous 
theoretical foundations that practically can be used for regression solving problems.
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