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ABSTRACT

This chapter presents a hybrid optimization algorithm namely FOA-FA for solving single and multi-
objective optimization problems. The proposed algorithm integrates the benefits of the fruit fly optimi-
zation algorithm (FOA) and the firefly algorithm (FA) to avoid the entrapment in the local optima and
the premature convergence of the population. FOA operates in the direction of seeking the optimum
solution while the firefly algorithm (FA) has been used to accelerate the optimum seeking process and
speed up the convergence performance to the global solution. Further, the multi-objective optimization
problem is scalarized to a single objective problem by weighting method, where the proposed algorithm
is implemented to derive the non-inferior solutions that are in contrast to the optimal solution. Finally,
the proposed FOA-FA algorithm is tested on different benchmark problems whether single or multi-
objective aspects and two engineering applications. The numerical comparisons reveal the robustness
and effectiveness of the proposed algorithm.

INTRODUCTION

A nonlinear programming problem forms an important part of any problem in engineering and frequently
appears in the real world applications. Traditionally, optimization techniques have been classified into
two classes: direct search and indirect search techniques. For direct search methods, the objective func-
tion and constraint value are used to guide the search, while the first and/or second-order derivatives
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of the objective function and/or constraints are used to guide the search process in the indirect search
methods. Since derivative information is not used, the direct search methods slowly converge to an
optimal solution whereas the indirect search methods converge faster to an optimal solution. However,
for efficient implementation of the traditional techniques, the variables and objective function need
to be continuous. Furthermore, the success of these methods depends up on the quality of the starting
point. In many optimization problems, discontinuous, vast multimodal, and noisy search spaces need to
be considered. As a result, we have witnessed a very rapid growth of the metaheuristic algorithms for
handling complex nonlinear optimization problems in recent years.

As an alternative to the conventional optimization techniques, the metaheuristic optimization tech-
niques have been used to obtain global or near-global optimum solutions. The metaheuristic optimization
techniques have many advantages in comparison with the traditional nonlinear programming techniques,
among which the following three are the most important: (i) they can use to solve wide range optimiza-
tion problems including discontinuous, non-differentiable and non-convex objective functions and/or
constraints. (ii) They do not use the gradient information about the cost function and the constraints. (iii)
They have ability to escape from local optima. Many metaheuristic algorithms such as, genetic algorithm
(GA) (Deep, 2008), particle swarm optimization (PSO) (He,2007; Xu,2015; Lu,2015, Jagatheesan,2015),
differential evolution (Becerra,2006;Draa,2015), joint operations algorithm (Sun,2016), ant colony
optimization (Rizk-Allah,2014), quantum particle swarm optimization (Soliman,2016), bee colony
swarm optimization (Hassanien,2015), flower pollination search algorithm (Emary,2016) and grey wolf
optimization (Emary,2016) Anti-lion Optimization Algorithm (Yamany et al., 2015), Bat Optimization
Algorithm (Fouad et al., 2016), have shown their efficacy in solving computationally intensive problems.

The purpose of this chapter is to solve single and multi-objective optimization problems as well as
the engineering application problems. In order to effectively handle these problems, we propose a hybrid
algorithm named FOA-FA algorithm. The general framework of this algorithm operates in two phases.
The first phase introduces a variation on the classical FOA through using a new adaptive radius mecha-
nism to intense the seeking process. In order to escape from the local solution, the FA is introduces as a
second phase to update the previous best locations of fruit flies and therefore it accelerates the conver-
gence characteristics and improves the algorithm’s performance. In addition, the weighting method is
utilized to combined the multi-objective optimization problem into single optimization problem, where
the proposed algorithm is implemented to derive the non-inferior solutions that are in contrast to the
optimal solution.

BACKGROUND

Fruit fly optimization algorithm (FOA) was developed for solving global optimization problems (Pan,2012).
It is inspired by foraging behavior of fruit flies in finding food source. The fruit fly is superior to other
species in sensing and perception, especially in osphresis and vision. When finding food, their osphresis
organs smell all kinds of scents in the air. They then fly towards the corresponding locations; then, after
they get close to the food locations, they find foods using their visions and then fly towards that direc-
tion. FOA has the advantages of being easy to implement the program code and easy to be understood.
Therefore, recent years have witnessed a very rapid growth of FOA to solve several optimization problems
(Han,2012; Li,2013; Lin,2013; Wang,2013).
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