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ABSTRACT

Random fluctuations occur in the trend of financial time series due to many macroeconomic factors. Such 
fluctuations lead to sudden fall after a constant raise or a sudden rise after a constant fall, which are 
difficult to predict from previous data points. At the fluctuation point, previous data points that are not 
too close to the target price adversely influence the prediction trend. Far away points may be ignored and 
close enough virtual data points are explored and incorporated in order to diminish the adverse predic-
tion trend at fluctuations. From the given data points in the training set, virtual data positions (VDP) 
can be explored and used to enhance the prediction accuracy. This chapter presents some deterministic 
and stochastic approaches to explore such VDPs. From the given data points in the training set, VDPs 
are explored and incorporated to the original financial time series to enhance the prediction accuracy 
of the model. To train and validate the models, ten real stock indices are used and the models developed 
with the VDPs yields much better prediction accuracy.

1. INTRODUCTION

Artificial Neural Networks (ANNs) are data driven and requires sufficient number of examples for train-
ing. Insufficient number of training examples reduces the generalization and approximation capability 
of the model which may leads to suboptimal solutions. In many real life situations sufficient amount of 
training data may not be available or if so, the correlation between the data points may not be strong. 
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Particularly in case of financial time series, random variations occur in the movement of stock market due 
to several socio-economical factors. Such random fluctuations lead to sudden fall after a steady increase 
or a sudden rise after a gradual fall, which are difficult to predict from previous data points. At the fluc-
tuation point, previous data points that are not too close adversely influence the prediction trend. Some 
researchers attempted to enrich the training volume by adopting the deterministic and stochastic schemes 
for generating artificial training examples. These schemes are developed for training back propagation 
neural network for approximating ordinary time series. The details of such schemes will be discussed 
in the first part of the chapter. In the schemes attempted by the previous researches, artificial training 
examples are generated by manipulating existing training data and these schemes were validated in func-
tion approximation, solving toy problems as well as some benchmark functions. In these methods each 
training example consists of only artificial or natural data points. Since there is the chance of existence 
of noise in the artificial training examples, the overall performance of the system may hamper. There are 
some methods generating artificial training samples by local interpolation of consecutive data points. 
The coexistence of these artificial sample points with the original data may be able to retain the trend 
or changes a little. These schemes are claimed to be effective for time series analysis and suggested to 
adopt where computation cost is not concerned due to increase in volume of training samples. However, 
the stock movements, which can be visualized as financial time series do not behave like ordinary time 
series. The existing artificial training sample generation schemes which follow local interpolation may 
not be able to handle the random fluctuations which occur frequently in the stock movement.

The back propagation neural networks lead to poor performance where there is insufficiency of train-
ing examples. One way of achieving improved performance is by generating derived training patterns 
from the original training data and incorporating them to the original training pattern. Some previous 
attempts (Abu-Mustafa, 1995; An, 1996; Grandvalet et al., 1997) made in order to address this lacking 
for time series forecasting. They adopted a method of adding artificial training example points to the 
training set. But this may reduce the performance of forecasting if they have much noise.

Cho et al. (1996) proposed a scheme of generating artificial training examples randomly within a 
space of original training examples. Their scheme has been validated empirically that the proposed 
scheme improves the generalization performance of back propagation in nonlinear regression problems. 
The scheme had some disadvantage in the sense that it is fragile to very few original training examples, 
since a committee of neural networks trained by very few training examples labels the generated artificial 
data. The research work conducted by Taeho Jo (2013) proposed three virtual term generation schemes 
and validated their effect in using the back propagation for the tasks of multivariate time series predic-
tion. The work considered three artificial and one real data set and it is observed that the prediction er-
rors were reduced at least by 30% as the effect of the virtual term generation schemes. As stock market 
prediction has been an important challenge due to its uncertainty and nonlinear behavior, in order to 
forecast the future trend accurately, dependability of such models should be improved. However, hardly 
any literature is found in support of research attempts in the domain of financial forecasting to enhance 
the performance of neural based models by exploring and incorporating virtual data points. Nayak et al. 
(2014) explored the scope of improving prediction accuracy in financial time series by incorporating 
Virtual Data Position (VDP) in the actual datasets. They observed that incorporation of VDPs helps in 
reducing prediction error to a substantial extent. The same authors applied VDPs with adaptive neuro-
fuzzy inference system for the task of forecasting next day’s closing prices of some fast growing stock 
markets and established the usability of VDPs (Nayak et al., 2014).
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