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ABSTRACT

Clustering is an approach used in data mining to classify objects in parallel with similarities or sepa-
rate according to dissimilarities. The aim of clustering is to decrease the amount of data by grouping 
similar data items together. There are different methods to cluster. One of the most popular techniques is 
K-means algorithm and widely used in literature to solve clustering problem is discussed. Although it is 
a simple and fast algorithm, there are two main drawbacks. One of them is that, in minimizing problems, 
solution may trap into local minimum point since objective function is not convex. Since the clustering 
is an NP-hard problem and to avoid converging to a local minimum point, several heuristic algorithms 
applied to clustering analysis. The heuristic approaches are a good way to reach solution in a short 
time. Five approaches are mentioned briefly in the chapter and given some directions for details. For 
an example, particle swarm optimization approach was used for clustering problem. In example, iris 
dataset including 3 clusters and 150 data was used.

INTRODUCTION

Researchers have studied for years to find optimal solutions to the problems (Reeves, 1995). The problem 
searching the optimum solution according to decision variable is called optimization problem. The main 
purpose of an optimization problem is to maximize or minimize a function which is called objective 
function. The objective function can sometimes be maximizing profit or minimizing total cost of trans-
portation. “Mathematical models” are a bridge between the mathematic and real world (Meerschaert, 
2013). If x refers to decision variables vector, the objective function of the problem depending on the 
decision variables is f(x). A mathematical model of a minimization problem can be shown as follows:

minimize f x( )  (1)
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subject to g x b
i0( )≤ i m= 1,...,  (2)

h x c
j j
( )= j n= 1,...,  (3)

Most of the real world problems contain multiple objectives and contradictory criteria (Singh & 
Yadav, 2015). If a mathematical model consists of more than one objective function, it is called multi-
objective programming. In this case, the objective function is f x g x h x l x( ) ( ) ( ) ( )= + −  where g(x), h(x) 
and l(x) show objective functions.

Optimization problems are classified two main categories, continuous and discrete optimization. 
While decision variables can take any value in continuous optimization problems, in discrete problems, 
they can take predefined values in solution space such as taking integer values (Cura T., 2008).

In real life problems, finding the best solution is usually take so much time due to infinite solution 
space. It is expected to find a result near to the best solution in an acceptable time. Using some rules 
and some solutions instead of all of them, heuristic algorithms reach near to an optimum solution. It 
does not guarantee to find the best solution. They reduce the time consumption and give the flexibility 
(Bassett, 2000; Yavuz, Inan, & Fığlalı, 2008).

Although, in operation research problem, searching a solution to a problem, the first step is to create 
a model, in this chapter, it is considered independent from mathematical model.

Due to clustering problem is an NP-hard problem (Aloise, Deshpande, & Hansen, 2009; Dasgupta, 
2007; Drineas, Frieze, Kannan, Vempala, & Vinay, 2004), heuristic algorithms can be used to solve 
it. Clustering analysis is a type of data mining methods. The goal of the clustering is to create groups 
according to similarities among the individuals and dissimilarities among the groups. It uses distances 
to calculate similarities or dissimilarities. There are different ways to calculate it, Euclidean, Pearson, 
Manhattan, Minkowski etc. Euclidean distance between two objects is commonly used in literature.

Clustering problem is represented mathematically as a set of subsets C C C
n

=
1
, ...,  of S  such that 

S C
ii

n
=

=1∪  and C C
i j
∩  for i j≠  (Rokach & Maimon, 2005). Therefore, one object can belong to 

one and only one group.
It is very useful since the process for separation of data in a large solution space is critical for making 

right decisions. Scope of the clustering analysis can be classified as determining appropriate category, 
establishing modeling, forecasting according to groups, hypothesis tests, data analysis, etc. (Ball, 1971).

The chapter has five main sections, clustering problems, heuristic algorithms, experiments, future 
directions and conclusions. After the introduction, clustering problem will be introduced. Its mathemati-
cal background will be mentioned. In the second section, heuristic algorithms, the meaning of heuristic 
and classification of heuristic algorithms can be found. One may find a literature review about heuristic 
methods and more details. As a subtitle in the second section, five of heuristic algorithms, simulated 
annealing, tabu search, genetic algorithms, ant colony algorithm and particle swarm optimization, will 
be explained. Then, in the third section, iris dataset will be introduced as a clustering problem. K-means 
and particle swarm optimization algorithm will be applied to the problem, respectively. In addition, their 
results will be compared. One can find the whole algorithm for K-means and a pseudo code for the particle 
swarm optimization algorithm due to the length of the codes. In future directions, some improvements 
will be discussed to obtain better solutions. Conclusion section will summarize the whole chapter.
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