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ABSTRACT

This chapter is a comparative study between two bio-inspired approach based on the swarm intelli-
gence for automatic text summaries: Social Spiders and Social Bees. The authors use two techniques 
of extraction, one after the other: scoring of phrases and similarity that aims to eliminate redundant 
phrases without losing the theme of the text. While the optimization uses the bio-inspired approach to 
perform the results of the previous step, the objective function of the optimization is to maximize the 
sum of similarity between phrases of the candidate summary in order to keep the theme of the text and 
minimize the sum of scores in order to increase the summarization rate. This optimization will also give 
a candidate’s summary where the order of the phrases changes compared to the original text. For the 
third and final step concerning choosing a best summary from all candidate summaries generated by 
optimization layer, the authors opted for the technique of voting with a simple majority.

INTRODUCTION AND PROBLEM

The quantity of electronic textual information increase day after day making more difficult the access 
to relevant information without the use of special tools. The software and hardware infrastructure to 
access to the content of information, are an obstacle, and the major problem is the exponential quantity 
of textual information electronically. This requires the use of more specific tools i.e. access to the con-
tent of texts by rapid and effective means has become a necessary task. Current requirements of users 
continue to increase in addition to the quality of the results, he wants to get these results very quickly.
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A summary of a text is an effective way to represent the contents of the texts and allow quick access 
to their semantic content (Boudia et al, 2016). The purpose of a summarization is to produce an abridged 
text covering most of the content from the source text. As a matter of fact, a summary of the text has 
rewritten the text in smaller way under constraint kept the semantics of a document that is minimized 
entropy semantics to help the reader to identify interesting information for him/her without reading the 
entire document (Boudia et al, 2016).

Automatic summaries can be used to reduce the search time to find the relevant documents or to 
reduce the treatment of long texts by identifying the key information e(Boudia et al, 2016). Automatic 
summaries can be used to reduce the search time to find the relevant documents or to reduce the treat-
ment of long texts by identifying the key information.

To make an automatic summary, the current literature presents three approaches: by extraction, by 
understanding and by classification. Our current work uses automatic summarization by extraction as 
it is a simple method to implement that gives good results; Noting that they are three mains techniques 
in this approach: Scoring, similarity and prototype.

Our study focuses on comparative study between two approaches based on bio-inspired and more 
precisely a swarm intelligence that we have already proposed: Social spiders for automatic summariza-
tion by extraction vs Social bees for automatic summarization by extraction

Before stating in a comparative study, we will give a brief explanation of each method, and then we 
will identify the experiment environment and present the results of each method. It concludes with a 
comparison of four methods’ using the same corpus, this comparison is based on execution time, con-
fusion matrix for each method, that will be used to construct a podium according to Recall, Precision, 
F-measure and ROUGE.

The first part contribution of our work is to use two methods of summarization at the same time on 
the quality of summary. The second part and the most important of this work is the proposition to use a 
bio-inspired based on the swarm intelligence whether the social spiders or social bees to the automatic 
summary. We aim to evaluate the impact of them on the quality of summary.

STATE OF THE ART

Automatic summarization appeared earlier as a field of research in computer science from the axis of 
NLP (automatic language processing), HP Luhn (1958) proposed in 1958 a first approach to the devel-
opment of automatic abstracts from extracting phrases.

In the early 1960s, HP Edmundson and other participants in the project TRW (Thompson Ramo 
Wooldridge Inc.) (Edmundson et al, 1960) Proposed a new system of automatic summarization where 
it combined several criteria to assess the relevance of phrases to extract.

These works were made to identify the fundamental ideas around the automatic summarization, such 
as problems caused by extraction to build summaries (problems of redundancy, incompleteness, break, 
etc..), the theoretical inadequacy of the use of statistics, or the difficulties to understand a text (from 
semantic analysis) to summarize.

Other projects were based on the same technique to build the abstract; otherwise, they were based 
on the extraction of phrases from the evaluation of the relevance of each of these phrases. Consideration 
of the evaluating of a phrase was a plus: its relationship with the rest of the text has grown steadily, and 
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