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ABSTRACT

Parameters are numbers which characterize random variables. They make possible the
summarizing description of the observations, serve as the basis of statistical decisions and are
calculated from the data. Point estimations and confidence estimations are introduced.
Samples of the observed random variable are a starting point. The maximum-likelihood
method for the construction of parameter estimations is introduced here. Examples concern
the normal distributions and the binomial distributions. Approximate methods of the parameter
estimation also can be too inaccurate at large sample sizes. This is demonstrated in an example
from genetics.

INTRODUCTION

Statistical parameter estimation is a standard
task in most data-mining procedures. It is pre-
supposed that the data are a sample of the
interesting random variable.

Parameters, unknown values of character-
izing numbers concerning the observed random
variable, can be calculated from the data. Such
a calculation is called an estimate if it is carried
out following statistical principles.

Examples of parameters are the expecta-
tion, the standard deviation, the median, quantiles,
and so forth of a random variable. Furthermore,

parameters can be components of data models,
for example, the numbers α and β in the simple
model Y = α X + β.

The calculation of an approximate value for
the interesting parameter from the observed
data is called point estimation. A confidence
estimation delivers a certain region in which the
interesting parameter is contained with given
(high) probability. It reflects the information
content of the data with respect to the param-
eter and the sample size better than point
estimation.

Parameter-estimation procedures are de-
veloped following special principles and consid-



  173

Parameter Estimation

ering the distribution of the random variables.
They should fulfill quality requirements.

POINT ESTIMATION

Definition: Let X be a random variable, F
X,a

 (x)
its distribution function, and (X

1
, ..., X

N
) a

sample of size N. A point estimator �αN  of the
parameter α is a function �αN  = �αN  (x

1
,...,x

N
) of

the sample. A point estimation is the value of �αN

at given data (x
1
, ..., x

N 
).

The most essential methods for the con-
struction of point estimators are based on the
maximum-likelihood principle, the Bayesian
principle, the moments principle, the minimum-
chi-square principle, or the least squares prin-
ciple. The last named is not a statistical prin-
ciple but a geometric one. Its relation to the
maximum-likelihood principle is the clue of the
Gausss-Markov theorem in mathematical sta-
tistics. Only one method is introduced here.

Maximum-Likelihood Estimation

The idea of the maximum-likelihood principle
consists in the choice of the parameter value so
that the observation gets maximal probability.

Definition: Let the parameter be � 0 A � |m,
X be a continuous random variable with prob-
ability density f

X,�
 (x) depending on � and (x

1
, ...,

x
N
) be the sample data. Then:

L x x f xN X i
i

N

( , . . . , ) ( ),1
1

α α=
=

∏

is called the likelihood function of (x
1
, ..., x

N 
)

and �.

For a discrete random variable, the input is:

L x x P X xN i
i

N

( , . . . , ) ( )1
1

α = =
=

∏ .

The maximum-likelihood estimator MLE
�αM LE  calculates α

MLE
 from the given data so

that L(x
1
,...,x

N, 
α

MLE
) is a maximum of the

likelihood function.

Examples

Normal Distribution

Let X be a normal distribution X ��N (:, Φ2)  with
expectation E(X) = � and variance V(X) = σ2.
Then the parameter α = (:, Φ2) is an element of
a two-dimensional set. The MLE of the expec-
tation is the sample mean:

x
N

x i
i

N

=
=

∑1

1
,

and the MLE of the variance is:

s
N

x xM L E i
i

N
2 2

1

1
= −

=
∑ ( ) .

Binomial Distribution

For a binomial-distributed random variable, the
relative frequency of the event in a sample of
size N is an MLE of its unknown probability.

The One-Locus-Two-Allele Model in
Population Genetics

A two-allele model regarding the alleles A
1
 and

A
2
, and P(A

1
) = p and P(A

2
) = 1 – p, without any

dominance relations, is described by the proba-
bilistic model

{ }
M

A A A A A A
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The phenotypes observed are exactly the
genotypes A

i
A

j
. The maximum-likelihood esti-

mator for p based on a sample of size N with
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