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Cost-Sensitive Classification
Using Decision Trees,
Boosting and MetaCost

Kai Ming Ting
Monash University, Australia

This chapter reports results obtained from a series of studies on cost-
sensitive classification using decision trees, boosting algorithms, and
MetaCost which is a recently proposed procedure that converts an error-
based algorithm into a cost-sensitive algorithm. The studies give rise to
new variants of algorithms designed for cost-sensitive classification, and
provide insights into the strength and weaknesses of the algorithms. First,
we describe a simple and effective heuristic of converting an error-based
decision tree algorithm into a cost-sensitive one via instance weighting.
The cost-sensitive version performs better than the error-based version
that employs a minimum expected cost criterion during classification.
Second, we report results from a study on four variants of cost-sensitive
boosting algorithms. We find that boosting can be simplified for cost-
sensitive classification. A new variant which excludes a factor used in
ordinary boosting has an advantage of producing smaller trees and
different trees for different scenarios; while it performs comparably to
ordinary boosting in terms of cost. We find that the minimum expected cost
criterion is the major contributor to the improvement of all cost-sensitive
adaptations of ordinary boosting. Third, we reveal a limitation of MetaCost.
We find that MetaCost retains only part of the performance of the internal
classifier on which it relies. This occurs for both boosting and bagging as
its internal classifier.
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Ruhul Sarker, Hussein Abbass and Charles Newton. Copyright 2002, Idea Group Inc.
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INTRODUCTION

Cost-sensitive classification allows one to assign different costs to different
types of misclassifications. For example, in the field of natural disaster prediction,
the cost of having a disaster undetected is much higher than the cost of having a false
alarm. Thus, cost-sensitive classification seeks to minimize the total misclassification
cost. In contrast, conventional classification seeks to minimize the total errors
regardless of cost.

Cost-sensitive tree induction employing the greedy divide-and-conquer algo-
rithm has attracted much interest recently. Breiman, Friedman, Olshen and Stone
(1984) describe two different methods of incorporating variable misclassification
costs into the process of tree induction. These methods adapt the test selection
criterion in the tree growing process. Pazzani, Merz, Murphy, Ali, Hume and Brunk
(1994) reported negative empirical results when using one of Breiman et al.’s
formulations to induce cost-sensitive trees. They found that the cost-sensitive trees
do not always have lower misclassification costs, when presented with unseen test
data, than those trees induced without cost consideration. Using a post-processing
approach, Webb (1996) shows that applying a cost-sensitive specialization tech-
nique to a minimum error tree can reduce its misclassification costs by a small
margin. In contrast to Pazzanietal.’s study, Ting (in press) shows convincingly that,
by applying a simple heuristic, a truly cost-sensitive tree can be effectively learned
directly from the training data, employing the greedy divide-and-conquer algo-
rithm. The paper extends this line of research into improving the performance by
combining multiple trees.

Boosting has been shown to be an effective method of combining multiple
modelsin order to enhance the predictive accuracy of a single model (Quinlan, 1996;
Freund & Schapire, 1996; Bauer & Kohavi, 1999). Boosting is amenable to cost-
sensitive adaptation and recent research has reported some success (Ting & Zheng,
1998; Fan, Stolfo, Zhang & Chan, 1999). However, the relative performance
between the proposed methods has yet to be investigated, and other forms of
adaptations are also possible.

In this paper, we study two new variants of cost-sensitive boosting, and two
recently proposed variants by Fan et al (1999) and Ting and Zheng (1998). All these
variants must relearn their models when misclassification cost changes. An alterna-
tive method that converts an error-based model to a cost-sensitive model simply
applies a minimum expected cost criterion (Michie, Spiegelhalter & Taylor, 1994)
to the error-based model, and the same model can be reused when cost changes.
Therefore, itisimportant to investigate whether the cost-sensitive variants have any
advantage over this simple alternative. This study aims at improving our under-
standing of the behavior of the four cost-sensitive boosting algorithms and how
variations in the boosting procedure affect misclassification cost.

MetaCost (Domingos, 1999) is a recently proposed method for making an
arbitrary classifier cost-sensitive. The method has an interesting design that uses a
“meta-learning” procedure to relabel the classes of the training examples and then
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