
170  Meyer, Balemi and Wearing

Copyright Idea Group Inc.

Copyright Idea Group Inc.

Copyright Idea Group Inc.

Copyright Idea Group Inc.

Chapter X

Neural Networks—
Their Use and Abuse
for Small Data Sets
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Neural networks are commonly used for prediction and classification
when data sets are large. They have a big advantage over conventional
statistical tools in that it is not necessary to assume any mathematical
form for the functional relationship between the variables. However, they
also have a few associated problems, chief of which are probably the risk
of over-parametrization in the absence of P-values, the lack of appropri-
ate diagnostic tools and the difficulties associated with model interpreta-
tion. These problems are particularly pertinent in the case of small data
sets. This chapter investigates these problems from a statistical perspec-
tive in the context of typical market research data.

INTRODUCTION
McCulloch and Pitts (1943) are credited with generating the first interest in

neural networks (in the nervous system) but it was not until the 1980s that
technology allowed the rapid development of neural networks for solving applica-
tion problems in numerous fields. The reader is referred to Haykin (1999) for a
comprehensive coverage of this evolution.
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With something akin to horror, statisticians have been watching this recent
growth in neural network popularity. Mackinnon and Glick (1999) are particularly
concerned by the “black box” or “computational algorithm-oriented” nature of
neural network rules. It is difficult to trust a model that is not transparent (i.e., cannot
be interpreted). Some of the concern is fuelled by the common (mis)conception that
neural networks are about automating data analysis and data modelling (Elder &
Pregibon, 1996). Model selection is regarded as a vital part of the statistician’s job
and to automate this function may seem threatening to statisticians. However,
Chatfield (1995) has warned that statisticians have yet to confront the issues
surrounding model selection. In particular he points out that the errors caused by
model misspecification are likely to be far worse than those arising from other
sources. He recommends that statisticians should allow for model uncertainty by
averaging over several plausible models or by choosing a flexible procedure (such
as neural networks) which does not force a particular form of model on the data.

Statisticians are being encouraged to test neural networks with typical (small)
data sets (Cheng & Titterington, 1994; Warner & Misra, 1996). Although the jury
is still out, it seems that, although neural networks need to be applied carefully and
creatively (Brierley & Batty, 1999), they have much to offer statisticians as “one of
a class of flexible nonlinear regression methods” (Ripley, 1994, p.409). Many
studies have focused on a comparison of conventional methods with neural
networks (e.g. Cooper, 1999; Haykin, 1999; Ripley, 1996) and several authors have
concluded that neural networks should be used in conjunction with conventional
statistical tools.

For example, Faraway and Chatfield(1998) suggest that for time series models
the Bayesian Information Criterion (Schwarz, 1978) should be used for comparing
different models.  Borggaard (1995) comments on the advantages of using major
principal component scores instead of numerous raw input variables for developing
neural network models. Having only a few variables results in smaller networks,
which are quicker to train and easier to optimise in a global sense. Markham and
Ragsdale (1995) have found that neural networks do not always outperform
classical discriminant analysis as a classification tool and advise that a combination
of classical and neural network predictions is more accurate. Haykin (1999)
recommends the use of cross-validation (Stone, 1974, 1978), to prevent over-
parameterisation of neural network models.

From the above it appears that standard statistical tools can be used to improve
neural network models. In this chapter we explore this idea further while trying to
fit three neural network models using small data sets and typical commercial
software. In these models we confront the problems of over-parameterisation,
diagnostics and interpretation for small data sets, suggesting how the range and
power of commercial neural network software can be enhanced. But this chapter
makes no attempt to review the many exciting theoretical developments in this field.
Readers are referred to the excellent books of Haykin (1999) and Bishop (1995) for
this purpose.
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