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ABSTRACT

In this chapter, the authors study text mining technologies such as knowledge 
extraction and summarization on scientific and technical literature. First, they analyze 
the needs of scientific information services and intelligence analysis on massive 
scientific and technical literature. Second, terminology recognition and relation 
extraction are important tasks of knowledge extraction. Third, they study knowledge 
extraction based on terminology recognition and relation extraction. Fourth, based 
on terminology and relational network, they study the text summarization techniques 
and applications. Last, they give comments on current research and applications on 
text summarization and give their viewpoints for the possible research directions 
in the future.
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INTRODUCTION

With the quick development of Internet and social media technologies, we have 
entered the era of information explosion. Online texts such as news, books, scientific 
and technical literature, microblogs, blog and production comments have generated 
and propagated quickly, which has formulate a huge corpus in the Web (Resnik and 
Smith, 2006). Massive texts make convenience for users to acquire information 
conveniently; however, information overloading becomes a new challenging problem. 
Although search engines such Google and Baidu have help users to search information 
quickly by providing a list of documents as the result, users still have to spend more 
time to browse and read the returned documents for seeking specific information 
and understanding the content, for example, the development of a specific event 
or the tracking of a specific object such as a person and an organization. How to 
provide brief and enough information for users becomes an urgent problem in big 
data era. Automatic summarization is a research direction for solving the information 
overloading problem.

Automatic summarization is to analyze one or more documents by machine 
and extract important information which is organized into a short and readable text 
(Gambhir and Gupta, 2017). Summarization is to compress the content of original 
documents and with the important content left. Users can grasp necessary information 
by reading the short summary generated by machine and save reading time. There 
are two ways of summarization generation, one is extractive summarization and the 
other is abstractive summarization (Gupta and Gupta, 2018).

Extractive summarization is to select important sentences from documents 
without changing the components of original sentences (Alguliyev et. al, 2018), 
while abstractive summarization is to generate new sentences based on understanding 
the content of documents. For extractive summarization, texts of documents have 
different information units such as section, paragraph, sentences, phrases and 
words. Extractive summarization approach assigns different weights to different 
information units via different weighting algorithms, and then select information 
units with high weights.

Abstractive summarization requires understanding of the text and produce 
summaries which fuse information from multiple sources effectively. Abstractive 
summarization needs syntactic and semantic analysis on texts, and then makes 
information fusion for generating sentences with natural language processing 
technologies.

Currently, most summarization systems adopt extractive summarization approach, 
and abstractive summarization technologies are harder than extracting sentences from 
texts. However, summarization research area has been gaining momentum with the 
shift towards semantic processing in recent years. An important distinction between 



 

 

25 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/mining-scientific-and-technical-

literature/235741

Related Content

A Novel Multi-Scale Feature Fusion Method for Region Proposal Network in

Fast Object Detection
Gang Liuand Chuyi Wang (2020). International Journal of Data Warehousing and

Mining (pp. 132-145).

www.irma-international.org/article/a-novel-multi-scale-feature-fusion-method-for-region-

proposal-network-in-fast-object-detection/256166

Comparison of Linguistic Summaries and Fuzzy Functional Dependencies

Related to Data Mining
Miroslav Hudec, Miljan Vuetiand Mirko Vujoševi (2014). Biologically-Inspired

Techniques for Knowledge Discovery and Data Mining (pp. 174-203).

www.irma-international.org/chapter/comparison-of-linguistic-summaries-and-fuzzy-functional-

dependencies-related-to-data-mining/110459

A Clustering Approach to Path Planning for Big Groups
Jakub Szkandera, Ondej Kaasand Ivana Kolingerová (2019). International Journal of

Data Warehousing and Mining (pp. 42-61).

www.irma-international.org/article/a-clustering-approach-to-path-planning-for-big-groups/225806

Emotion Analysis of Different Age Groups From Voice Using Machine

Learning Approach
Mihir Narayan Mohanty (2020). Critical Approaches to Information Retrieval Research

(pp. 150-171).

www.irma-international.org/chapter/emotion-analysis-of-different-age-groups-from-voice-using-

machine-learning-approach/237644

Feature Selection for the Promoter Recognition and Prediction Problem
George Potamiasand Alexandros Kanterakis (2007). International Journal of Data

Warehousing and Mining (pp. 60-78).

www.irma-international.org/article/feature-selection-promoter-recognition-prediction/1790

http://www.igi-global.com/chapter/mining-scientific-and-technical-literature/235741
http://www.igi-global.com/chapter/mining-scientific-and-technical-literature/235741
http://www.igi-global.com/chapter/mining-scientific-and-technical-literature/235741
http://www.irma-international.org/article/a-novel-multi-scale-feature-fusion-method-for-region-proposal-network-in-fast-object-detection/256166
http://www.irma-international.org/article/a-novel-multi-scale-feature-fusion-method-for-region-proposal-network-in-fast-object-detection/256166
http://www.irma-international.org/chapter/comparison-of-linguistic-summaries-and-fuzzy-functional-dependencies-related-to-data-mining/110459
http://www.irma-international.org/chapter/comparison-of-linguistic-summaries-and-fuzzy-functional-dependencies-related-to-data-mining/110459
http://www.irma-international.org/article/a-clustering-approach-to-path-planning-for-big-groups/225806
http://www.irma-international.org/chapter/emotion-analysis-of-different-age-groups-from-voice-using-machine-learning-approach/237644
http://www.irma-international.org/chapter/emotion-analysis-of-different-age-groups-from-voice-using-machine-learning-approach/237644
http://www.irma-international.org/article/feature-selection-promoter-recognition-prediction/1790

