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ABSTRACT

According to the recent surveys, breast cancer has become one of the major causes of mortality rate 
among women. Breast cancer can be defined as a group of rapidly growing cells that lead to the forma-
tion of a lump or an extra mass in the breast tissue which consequently leads to the formation of tumor. 
Tumors can be classified as malignant (cancerous) or benign (non-cancerous). Feature selection is an 
important parameter in determining the classification systems. Machine learning methods are the most 
commonly used methods among researchers for breast cancer diagnosis. This paper proposes to inves-
tigate the WBCD (Wisconsin Breast Cancer Dataset) which comprises of 683 patients and implements 
the chosen features to train the back propagation neural network. The performance is then analyzed 
on the basis of classification accuracy, sensitivity, specificity, positive and negative predictor values, 
receiver operating characteristic curves and confusion matrix. A total of 9 features has been used to 
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INTRODUCTION

Breast cancer is the malignant tumor, which starts in the cells of the breast and can attack surrounding 
tissues or extend to remote areas of the body. Typically, breast cancer either starts in the cells of lobules 
that are the milk-producing glands, or the ducts which over time can occupy the nearby healthy breast 
tissue and create their way into the underarm lymph nodules or the small organs which filter out the 
foreign substances in the body. If the cancer cells get into the lymph nodules, then they have an alley 
way into the other parts of the body. There were more than 2.8 million women with the history of breast 
cancer in the U.S that comprises women presently being treated and the women who have completed the 
treatment in 2014. A woman’s possibility of breast cancer more or less doubles if she has a first-degree 
relative like mother, sister, and daughter who has been analyzed with breast cancer. About 15% of women 
who get the breast cancer have a family member identified with it. About 5-10% of breast cancers can 
be connected to gene mutations hereditary from one’s mother or father. Mutations of the BRCA1 and 
BRCA2 genes are the most ordinary. Women with the BRCA1 mutation have a 55-65% risk of increasing 
the breast cancer before age 70, and frequently at a younger age that it classically develops. For women 
with the BRCA2 mutation, this risk is about 45% (Acharya et al., 2008; Sengupta et al., 2014).

Although breast cancer is considered to be one of the most fatal diseases, it is also one of the most 
curable diseases if it can be diagnosed at an early stage. Early diagnosis needs a precise and reliable 
diagnosis procedure that allows physicians to distinguish between benign breast tumors and malignant 
ones (Abbadi et al., 2014). Since, the radiologists find difficulty in mammographic examination the 
scope of human error in precise diagnosis of the disease increases, thus resulting in the need for the 
development Computer Assisted Detection (CAD) (Wani et al., 2014). The concept of CAD involves 
taking into account the roles of both the computer and the physicians on equal grounds. The results 
of the computer need not be better than the result developed by the physicians; rather they need to be 
complementary. When lateral chest images are diagnosed with the help of CAD, the general presentation 
in the recognition of lung swellings is enhanced when integrated with another CAD scheme for testing 
PA chest images. CAD also finds its way in reliable and precise detection of vertebral fractures, thus 
making the early detection of osteoporosis possible (Doi, 2007). 

The evolution of automated diagnosis was spurred by the need to assist physician in decision making. 
Machine learning methods have become indispensable in the field of medical science and hence are cur-
rently being employed in various classification methods due to their meticulous prediction performance. 

classify breast cancer with an accuracy of 99.27%. According to the recent surveys, breast cancer has 
become one of the major causes of mortality rate among women. Breast cancer can be defined as a 
group of rapidly growing cells that lead to the formation of a lump or an extra mass in the breast tissue 
which consequently leads to the formation of tumor. Tumors can be classified as malignant (cancerous) 
or benign (non-cancerous). Feature selection is an important parameter in determining the classification 
systems. Machine learning methods are the most commonly used methods among researchers for breast 
cancer diagnosis. This paper proposes to investigate the WBCD (Wisconsin Breast Cancer Dataset) 
which comprises of 683 patients and implements the chosen features to train the back propagation neural 
network. The performance is then analyzed on the basis of classification accuracy, sensitivity, specificity, 
positive and negative predictor values, receiver operating characteristic curves and confusion matrix. A 
total of 9 features has been used to classify breast cancer with an accuracy of 99.27%.
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