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ABSTRACT

Software bugs (or malfunctions) pose a serious threat to software developers with many known and 
unknown bugs that may be vulnerable to computer systems, demanding new methods, analysis, and 
techniques for efficient bug detection and repair of new unseen programs at a later stage. This chap-
ter uses evolutionary grey wolf (GW) search optimization as a feature selection technique to improve 
classifier efficiency. It is also envisaged that software error detection would consider the nature of the 
error when repairing it for remedial action instead of simply finding it either faulty or non-defective. 
To address this problem, the authors use bug severity multi-class classification to build an efficient and 
robust prediction model using multilayer perceptron (MLP), logistic regression (LR), and random forest 
(RF) for bug severity classification. Both tests are performed on two software error datasets, namely 
Ant 1.7 and Tomcat.
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1. INTRODUCTION

The defect in the software product appears to be the one where the code developed does not meet the 
requirements of the end-user. Such a defect in the software product is referred to as a bug in the code 
that prevents the product from working properly. Looking into today’s digital age, a human being totally 
dependent on software and a little bug (or defect) may have serious consequences in human life (Rana et 
al., 2015). Software testing and bug fixing is a precondition for software delivery that takes almost 50% to 
60% of the total effort required for software development (Mishra & Mishra, 2009). Early identification 
of such software bugs (or defects) with defective modules saves a huge amount of effort and cost. Since 
the software product is too large, complex and versatile, checking all test classes after a code change is 
not a good idea, but software metrics such as code-based matrices and/or software change matrices can 
be used to test faulty software modules (Choudhary et al., 2018; Malhotra, 2016). While code-based 
matrices are used to find the size and complexity of the code, there is a change between two versions 
of the software in the software change matrices. Researchers use either the full or subset of features of 
these software matrices to build an efficient and accurate model to enhance the quality of the software 
(Gondra, 2008). It is important to develop a quality software product by accurately detecting software 
bugs at the early stage of the software development life cycle and then taking action to remove them.

Software development takes place at the following stages while handling software bugs in code 
(Grishma & Anjali, 2015): a) bug spotting, b) bug assortment, c) bug scanning, d) bug prediction and 
e) bug removal. The first stage refers to the occurrence of software defects, if any, by means of a code 
inspection, of such a defect and then a test to detect malfunctions in the software. After this initial 
identification step, the bug assortment is done for categorization followed by a bug scan to analyze the 
details of the present bug. Then, in the last two stages, make software bug prediction and removal using 
some promising methods to improve the quality of software.

It is observed that the prevalent seed of finding bugs in the software product includes: user coolness, 
ambiguous objectives and puzzling objectives, imperfect specification, lack of assets, lack of communi-
cation between group members and poor testing (Venkata et al., 2005; Rajkumar & Alagarsamy, 2013). 
As per IEEE 104 standard, software fault proneness may be classified as falling within any of the fol-
lowing (Mikyeong & Hong, 2014): (a) bug or defect resulting from the failure of the developer to meet 
the requirements of the end-user; (b) failure to comply with the previous required task of the software 
products; or incorrect results are received by the customer for each input entered; (c) error occurs by c 
Several techniques have been proposed by many researchers to detect software bugs based on their types 
in the recent past (Jia & Han, 2013).

Feature selection algorithms are dimensionality reduction methods often associated to data mining 
tasks of classification or clustering (Kaen & Algarni, 2019; Czibula et al., 2016; Hassanien et al., 2015; 
Xu et al., 2000; Emary et al., 2014a; Banu et al., 2014; Aziz et al., 2012, 2013a, 2020; Anter et al., 
2020; Sayed et al., 2019). These methods provide a reduced set of the input features while preserving 
the relevant discriminatory information. Although different types of wrapper-based feature selection 
have recently been developed, meta-heuristic optimization algorithms have gained a great deal of atten-
tion for their crucial role in detecting optimal feature subsets for efficient classification or prediction 
in many applications because they are based on simple concepts and easily implementable (Pilla et al., 
2019; Gorripotu et al., 2019; Najm et al., 2019; Ammar et al., 2019; Ben Smida et al., 2018; Kumar et 
al., 2015a; Hassanien et al., 2014a; Zhu & Azar, 2011). Some example are particle swarm optimization 
(Chengying et al., 2012; Kamal et al., 2020; Sallam et al., 2020; Inbarani et al., 2014a,b, 2015a; Jothi et 
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