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ABSTRACT

The history of neuroscience has tracked with the evolution of science and technology. Today, neurosci-
ence’s trajectory is heavily dependent on computational systems and the availability of high-performance 
computing (HPC), which are becoming indispensable for building simulations of the brain, coping with 
high computational demands of analysis of brain imaging data sets, and developing treatments for neu-
rological diseases. This chapter will briefly review the current and potential future use of supercomputers 
in neuroscience.

BACKGROUND

The 1906 Nobel Prize in Physiology and Medicine was awarded to Camillo Golgi and Ramón y Cajal 
for having visualized and identified the neuron, the structural and functional unit of the nervous system 
(Grant, 2007). Since then, it has been discovered that the human brain contains roughly 100 billion neu-
rons and 1000 trillion synapses. Neurons interact through electrochemical signals, also known as actional 
potentials (AP) or spikes, transmitted from one neuron to the next through synaptic junctions, forming 
functional and definable circuits which can be organized into larger ‘neuronal’ networks and anatomical 
structures. These networks integrate information from multiple brain regions as well as incoming infor-
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mation about the external environment (e.g., sound, light, smell, taste). The result is how we perceive the 
world, and produce complex behavior and cognitive processes including decision-making and learning 
(Kandel, 2012); also, with time, these processes modify the structure and function of networks through 
a process called neuroplasticity (Fuchs & Flugge, 2014).

Understanding how the brain works with the ultimate goal of developing treatments for neurological 
disease remains one of the greatest scientific challenges of this century. In fact, there is a substantial 
social and economic burden associated with neurological diseases (Wynford-Thomas & Robertson, 
2017). In the US alone, the overall cost of neurological diseases (e.g., stroke, dementia, movement 
disorders, traumatic brain injury) amounts to nearly $1T, and will dramatically increase in the next few 
years due to population ageing. Alarmingly, the cost of just dementias and stroke is expected to exceed 
$600B by 2030 (Gooch, Pracht, & Borenstein, 2017). To tackle this challenge, neuroscientists have de-
veloped a battery of increasingly complex tools, which have amplified data storage and computational 
speed requirements to an unprecedented level, making the use of big data techniques and HPC such as 
supercomputers a necessity.

In the remainder of this chapter we will briefly review current and future applications of supercom-
puters in neuroscience, with a focus on computational neural models, brain imaging, and models for 
brain stimulation. These areas were chosen not only because their advances have been particularly driven 
by computational approaches, but also because they are highly interconnected. Thereby, understanding 
how each area is evolving aids prediction of future research trends in the other areas. We also briefly 
discuss how the next generation of supercomputers might enable further advancements in these areas.

COMPUTATIONAL NEURAL MODELS

Computational models of neurons and neural networks represent one of the most essential tools that have 
contributed to the progress of neuroscience. For example, they are used to guide the design of experi-
ments, to quantify relationships between anatomical and physiological data, to investigate the dynamics of 
systems that cannot be accessed via analytical methods, and to validate estimates made during theoretical 
derivations. Since the early days of neuronal simulations, a wide range of computational models have 
been developed ranging from models aimed at describing low-level mechanisms of neural function (e.g., 
molecular dynamics of ion channels in the neuron) to models of large-scale neuronal networks (Ippen, 
Eppler, Plesser, & Diesmann, 2017) (see (Fan & Markram, 2019) for a review).

The chosen level of abstraction for a model is based on the scientific question. If focused on sub-
cellular processes (e.g., the transfer of ions underlying changes in membrane voltages that lead to APs), a 
neuron(s) would be described with detailed multi-compartment models (M. Hines, 1984). Instead, if the 
question addressed large scale network dynamics, many neurons would be described with one-compartment 
or few-compartment models that communicate electrically via spikes (Helias et al., 2012; Ippen et al., 
2017). Simulators exist for many of these levels, including NEURON (M. L. Hines & Carnevale, 1997), 
SPLIT (Hammarlund & Ekeberg, 1998), PCSIM (Pecevski, Natschläger, & Schuch, 2009), the NEural 
Simulation Tool (NEST) (Gewaltig, 2007; van Albada, Kunkel, Morrison, & Diesmann, 2014), and C2 
(Ananthanarayanan & Modha, 2007) (see (Helias et al., 2012; Tikidji-Hamburyan, Narayana, Bozkus, 
& El-Ghazawi, 2017) for a review).

A major challenge when developing such models include the total number of network elements that 
must be represented. To put the problem into perspective, a 1 mm3 of brain tissue modeled at the neuronal 
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