
29

Copyright © 2021, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  2

DOI: 10.4018/978-1-7998-7728-8.ch002

ABSTRACT

The microblogging social networking service Twitter has been abuzz around the globe in the last decade. 
A number of allegations as well as exculpation of different types are being held against it. The list of pros 
and cons of social networks is huge. India on one hand had an abundance of internet access in last half 
of the decade. The growth of social media and its influence on people have affected the society in both 
good as well as in bad way. The following research was done in the month of September and October. 
The research was carried out on 13 lakh tweets approximately, collected over the course of a month from 
September to October providing insights about the different attributes of general tweets available on 
Twitter API for analysis. Insights include the hashtags, account mentions, sentiment, polarity, subject, 
and object of a tweet. The topics like Rhea Chakraborty and Sushant Singh Rajput, PM Narendra Modi’s 
Birthday, IPL 2020 overshadowed the topics like COVID-19 and women’s security.

INTRODUCTION

Twitter is a social networking service used for microblogging by more than 321 million active users 
with monetizable active accounts, worldwide. United States having the most, 68.7 million users and 
India being the third highest number of users at 18.9 million active accounts. Since its launch in 2006, 
twitter has been the source of information as well as misinformation. A large part of the microblogging 
service is used for news and announcements while in recent times a larger part of it is used to spread 
misinformation, fake news and to run a particular propaganda. Hence, it has affected major sectors like 
economy and politics, globally. In India, since the introduction of certain telecom providers in 2016, 
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the internet accessibility doubled up, which led to the exposure of the public to the internet. The sud-
den change and the digitalization escaped internet literacy. The abundant accessibility of the internet 
provided the end user with all types of information and data. Government bodies use twitter to provide 
important updates related to anything and everything while different bodies use it to provide users with 
different services. Celebrities and personalities use it to interact with their people. The significant use 
of the microblogging service is, it lets users share their views related to any social, economic, political 
or any other demographic topic with other people. The rapid increase in the usage of social networking 
websites provides an insight into many research challenges related to data mining and gained knowl-
edge. Traditionally, the internet was comprehended as an information corpus, where users are passive. 
Social networking sites paved the way where users can create, publish and share intellectual contents 
online. It enhances the community strength and reach as people interact over a particular view related 
to a particular topic. It may lead to agreement or disagreement; in any case it ends up in interaction 
among people. As certain as it is that it leads to agreement and community strength, disagreement leads 
to riots and political imbalance. The internet literacy rate is almost proportional to the rate of increase 
of internet users in India. Social media has affected the youth as well as the elder generation of this 
time. The unemployment rate has led the youth to spend more time on social media. The hate speech 
content gets shared widely so easily due to a sole reason of communalism and fake news. The content 
once shared on social media cannot be retrieved back as the reach of such content is so wide and fast. In 
India, in recent times, there are more than 100 cases of riots and mob lynching registered due to social 
media and fake reports being generated over them. While the misinformation led to riots on ground 
level, the news media was involved in some cases. The misleading facts and the act of misleading is 
creating havoc among the people who are consumers of such media content. In the months of Septem-
ber and October the COVID-19 cases surged and the need to look over the situation was high. But, the 
topics of the conversation around the media do not look even around healthcare. Among social media, 
Twitter recently attracted researchers due to its sudden growth. The objective of sentiment analysis is to 
identify and extract sentiments from user-generated content. There has been a progressive shift in the 
area from review websites to micro blogs. Twitter sentiment analysis in itself is challenging due to its 
unique features such as the length of the tweet which is limited to 240 characters. Hence, the research 
was carried out using the Twitter API to extract real-time data available for free access for analysis at 
academic level. Then, the extracted data was analyzed and only the required fields and attributes were 
saved and later analyzed based on the attributes and requirements. This chapter focuses on the short 
sentences and entity level sentiment analysis and classifies the streamed tweets into positive, neutral and 
negative tweets using standard classifier. There are many challenges in Sentiment Analysis. Firstly, an 
opinion word which is considered to be positive in one state may be considered negative in a different 
situation. Second one, people may not always express opinions in a similar manner, e.g.: “the picture 
was a great one” differs completely from “the picture was not so great”. The Opinions of people may be 
contradictory in their statements. It is more difficult for a machine to analyze. Most of the time people 
find it difficult to understand what others mean within a short sentence of text because it lacks context. 
Sentiment analysis is done on three levels:

1. 	 Document Level: Analysis is done on the whole document and then expresses whether the docu-
ment has positive or negative sentiment.

2. 	 Sentence level: It is related to finding sentiment polarity from short sentences. Sentence level is 
merely close to subjectivity classification. 
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