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ABSTRACT

The artificial neural network could probably be the complete solution in recent decades, widely used in 
many applications. This chapter is devoted to the major applications of artificial neural networks and 
the importance of the e-learning application. It is necessary to adapt to the new intelligent e-learning 
system to personalize each learner. The result focused on the importance of using neural networks in 
possible applications and its influence on the learner’s progress with the personalization system. The 
number of ANN applications has considerably increased in recent years, fueled by theoretical and applied 
successes in various disciplines. This chapter presents an investigation into the explosive developments 
of many artificial neural network related applications. The ANN is gaining importance in various ap-
plications such as pattern recognition, weather forecasting, handwriting recognition, facial recognition, 
autopilot, etc. Artificial neural network belongs to the family of artificial intelligence with fuzzy logic, 
expert systems, vector support machines.

CHARACTER RECOGNITION APPLICATION

Now a day, character recognition has become important because portable devices like Palm Pilot are 
becoming more and more famous. NN can be used to identify the latter.

Given the ability of ANN to receive a large amount of information and process them to derive hidden, 
complex and non-linear relationships, ANNs play an significant role in character recognition.

The classification of character recognition is as shown in Figure 1.
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OPTICAL CHARACTER RECOGNITION (OCR)

OCR is a procedure that converts a printed document or a page scanned into ASCII characters that 
a computer can identify. Computer systems prepared with such an OCR system improve the input 
speed, reduce certain person error and allow solid storage space, speedy recovery and additional file 
manipulations. Accurateness, elasticity and velocity are the major characteristics of a excellent OCR 
system. Some character recognition algorithms based on feature selection have been developed. The 
performance of the systems was limited by police dependence, size and orientation. The recovery rate 
in these algorithms depends on the choice of features. Most existing algorithms involve complete image 
processing before feature extraction, which increases the calculation time. In this topic, discuss a method 
of character recognition based on a neural network that would efficiently shrink picture processing time 
though maintaining effectiveness and flexibility. The parallel computing efficiency of NN ensure big 
identify rate, which is essential for a mercantile domain. The neural network access has been recycled 
for character identify, although entire system that beset totally the characteristics of a pragmatic OCR 
system has not still been developed. The main elements besmeared in the execution are: an optimum 
collecting of characteristics that indeed define the expansion of the alphabets, the count of characteristics 
and a reduced image processing time (Mani 1997).

HANDWRITTEN CHARACTER RECOGNITION

Character recognition is an art of detecting, segmenting and identifying characters in an image. One of 
the main purposes of recognizing handwritten characters is to imitate human reading abilities therefore 
that the computer can read, perceive and performance in the same way as text. The identity of handwriting 
has been different majorities like charming and difficult analysis domain in the scope of picture process-
ing and pattern indentify in nearly season. It greatly devotes to progress of the automatism procedure 
and rectified the interface among person and device in huge applications. Some analysis studies have 

Figure 1. Classification of character recognition
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