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ABSTRACT

A lot of user-generated data is available these days from huge platforms, blogs, 
websites, and other review sites. These data are usually unstructured. Analyzing 
sentiments from these data automatically is considered an important challenge. 
Several machine learning algorithms are implemented to check the opinions from large 
data sets. A lot of research has been undergone in understanding machine learning 
approaches to analyze sentiments. Machine learning mainly depends on the data 
required for model building, and hence, suitable feature exactions techniques also need 
to be carried. In this chapter, several deep learning approaches, its challenges, and 
future issues will be addressed. Deep learning techniques are considered important 
in predicting the sentiments of users. This chapter aims to analyze the deep-learning 
techniques for predicting sentiments and understanding the importance of several 
approaches for mining opinions and determining sentiment polarity.
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1. INTRODUCTION

The explosion of social networks in recent years has resulted in a massive volume of 
user-generated data on the Internet. Sentiment analysis is a technique for discovering 
and evaluating good and negative behaviors, as well as associated feelings, in a text. 
(Lee et. al, 2018). Extracting the useful features from a large number of user reviews 
is considered a useful task. Sentiment analysis usually consists of patterns and 
opinions in the form of user reviews. The opinion mining process includes the part 
of text analytics, and also retrieving information. Feature weighting plays a major 
role in analyzing sentiments (Zheng et.al, 2018). Sentiment analysis techniques are 
used to express reviews, opinions, and political issues automatically from the web. 
The major aim is to learn a pattern to extract the features, words, aspects and opinion 
expressions, and competitive words. Feature extraction process aims to identify the 
aspects from the comments done by the customers, whereas the sentiment prediction 
determines the text containing the opinion about the sentences which mainly helps 
to determine the polarity either positive, negative and then finally we integrate 
these two phases to obtain the final result. Opinion mining analyses the opinions 
of people and their attitudes regarding several products and their attributes. Pattern 
classification is one of the most supervised learning models for analyzing data and 
several patterns are mainly used for classifying texts (Plazaleiva et.al, 2017). The 
important feature of sentiment analysis is to generate the review or summaries based 
on sentiments expressed based on product features. Product features can be extracted 
from sentences based on supervised and unsupervised methods (Schouten et.al, 2017). 
The idea is to restrict the material so that it is difficult to write grammatically sound 
expressions that express opinion. The study primarily describes many approaches for 
using user evaluations to uncover valuable patterns. The feature that makes sentiment 
analysis valuable is that it can tell whether a statement is favorable, negative, or 
neutral. In addition to their established position in NLP, deep learning models have 
an essential role in sentiment analysis for multiple datasets (Ain et al, 2017).They 
are also capable of learning the decision boundaries, because they can stack layers 
one on top of the other. In the general case, words are normally indicated using 
a high-dimensional vector space. Feature extraction is mostly determined by the 
context of the neural network. Mapping of words through the model with similar 
syntactic and syntactic properties will create meaning for the words. Hence recurrent 
neural network models are capable of analyzing sentences hence it is easy to analyze 
sentiments using these models.(Nair et.al, 2021). In this work, I am explaining 
several architectures for analyzing sentiments and exploring the uses of deep learning 
techniques its challenges, and future issues. Different deep learning architectures its 
benefits and drawbacks are also studied. This proposal incorporates sentence-level 
latent semantic indexing to assist with topic extraction, with further regularization 
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