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ABSTRACT

This article describes how coffee rust has become a serious concern for many coffee farmers and manu-
facturers. The American Phytopathological Society discusses its importance saying this: “…the most 
economically important coffee disease in the world…” while “…in monetary value, coffee is the most 
important agricultural product in international trade…” The early detection has inspired researchers 
to apply supervised learning algorithms on predicting the disease appearance. However, the main issue 
of the related works is the small number of samples of the dependent variable: Incidence Percentage of 
Rust, since the datasets do not have a reliable representation of the disease, which will generate inac-
curate predictions in the models. This article provides a process about coffee rust to select appropriate 
machine learning methods to increase rust samples.

1. INTRODUCTION

Coffee rust has become a serious concern for many coffee farmers and manufacturers. The American 
Phytopathological Society discusses its importance saying this: “the most economically important cof-
fee disease in the world,” while “in monetary value, coffee is the most important agricultural product 
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in international trade”. Without a solution, the effects on the coffee industry may soon be reflected in 
price and availability (Arneson, 2000).

For several years, the disease was managed through the combination of various techniques such as 
quarantine, cultural management, fungicides and resistant crops. Due to the effectiveness of chemical 
control and the relatively limited damage caused by the disease, particularly at high altitudes, Meso-
american coffee farmers and technical authorities considered it manageable. This view prevailed until 
the epidemic between 2008 and 2013 along Mesoamerica, from Colombia to Mexico, including Peru, 
Ecuador and some Caribbean countries (Avelino et al., 2015). Coffee farmers were desperate to obtain 
an answer to this terrible situation since the intensity was higher than anything previously observed, 
affecting a large number of countries including: Colombia, from 2008 to 2011, affecting an average 
of 31% of coffee production compared with the production in 2007; Central America and Mexico, in 
2012–13, affecting an average of 16% of the production in 2013 compared with 2011-12 and an average 
of 10% in 2013-14 compared with 2012-13; and Peru and Ecuador in 2013 (Avelino et al., 2015). More 
specifically, in 2013, the Guatemalan government and the Guatemalan Nation Coffee agency declared 
a national state of emergency after a projection of nearly 15% crop loss in their region. The devastation 
has continued to spread due to higher temperatures in this region, which are making fungus growth at 
higher altitudes possible (“A Solution to the Coffee Rust Epidemic,” 2015). Higher temperatures may 
be linked to climate change. And several/many experts are worried about the persistence of these condi-
tions (high temperatures) will not change in the near future. In this regard, several reports and experts 
proposed solutions related with early detection of the disease and the eradication of infected plants.

The early detection has inspired researchers to apply supervised learning algorithms on predict-
ing the disease appearance. The data collected about conditions and soil fertility properties, physical 
properties and management of a coffee crop, can be used to forecast the rust infection rate. In the same 
way, weather conditions such as the minimum and maximum levels of temperature, humidity and rainy 
days can help to estimate the behavior of the disease. Several Colombian and Brazilian researches in 
supervised learning attempt to detect the incidence percentage of rust (IPR) in coffee crops using Neu-
ral Networks, Decision Trees, Support Vector Machines, Bayesian Networks, K Nearest Neighbor, and 
Ensemble Methods (Cesare di Girolamo, 2013b; Cintra, Meira, Monard, Camargo, & Rodrigues, 2011; 
Corrales, Corrales, & Figueroa-Casas, 2015; Corrales, Figueroa, Ledezma, & Corrales, 2015; Thamada, 
Rodrigues, & Meira, 2015). However, the main drawback of the related works is the few data samples 
of the dependent variable: Incidence Percentage of Rust, since the datasets do not have a reliable rep-
resentation of the disease, which will generate inaccurate classifiers (Corrales, Figueroa, et al., 2015).

This paper provides a process to increase coffee rust samples applying machine learning methods 
through a systematic review about coffee rust in order to select appropriate algorithms to increase rust 
samples. The paper is structured as follows: in the next section, we describe the coffee rust disease and 
supervised learning concepts. Section 3 exposes the supervised learning approaches applied to coffee 
rust detection and the main challenges due to low accuracy of rust detecting models; Section 4 shows a 
systematic review of the approaches to generate synthetic data. Section 5, proposes a process for build-
ing large dataset of coffee rust based on the Section 4. Finally, the section 6 presents the conclusions.
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