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ABSTRACT

Human intelligence is deeply involved in creating efficient and faster systems that can work independently. 
Creation of such smart systems requires efficient training algorithms. Thus, the aim of this chapter is 
to introduce the readers with the concept of machine learning and the commonly employed learning 
algorithm for developing efficient and intelligent systems. The chapter gives a clear distinction between 
supervised and unsupervised learning methods. Each algorithm is explained with the help of suitable 
example to give an insight to the learning process.

INTRODUCTION

Can a person with both his legs amputated still drive a car, or a man with impaired vision can cross a 
busy road without assistance. The answer to these questions, which once seemed impossible, is in af-
firmative now. This has become possible due to machine learning. So what is machine learning then? It 
is a field of science which provides systems the ability to learn and adapt from the environment condi-
tions. Here, the objective is to develop programmed models that can access data and further use them 
for improving their performance without much human intervention. So straight away next question that 
comes into one’s mind how these systems acquire intelligence? So the intelligence is acquired through 
learning. Learning is a very crucial component in developing an intelligent system. Learning may be 
supervised or unsupervised. Supervised learning refers to inferring a mapping function between input 
and output using a set of training data. Later the function can be employed for assessing testing data. 
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Unsupervised learning refers to developing hidden structure in the input data. These learning models 
can be employed in developing a classifier or a predictor. As an example let us consider a person with 
impaired vision and he is wearing intelligent goggles while moving on the roads. The intelligent gadget 
in the form of goggles is continuously monitoring the scenario on the road. Now if the person has to 
cross the road these goggles would take the input in the form of image and classify whether the road 
in front of the person is busy or not and would help him in making the decision of whether to cross the 
road or not. It is often observed that if one has browsed for the flight cost from Delhi to Mumbai two 
three times on the home page of an air services, and the next time when he logs on to the site, he gets a 
display of prices offered by various air service provider along with their routes for round trip between 
Delhi and Mumbai. This is an example of adaptive learning or more specifically, learning from the 
query. Thus objective is to create intelligent systems that could assist human in the areas where human 
intelligence has limitation. Lot of researches and investigations are going across the globe to evolve new 
and better learning methods.

Machine learning is a field of Computer Science which often uses statistical techniques to give 
computers the ability to learn. It is closely related to artificial intelligence which is enabling computers 
to perform human-like activities. Machine learning is giving computers the ability to learn without be-
ing explicitly getting programmed. Thus, this chapter introduces the reader with commonly employed 
supervised and unsupervised learning algorithms.

The chapter is organized mainly in four sections: first section deals with the introduction to Machine 
Learning and how intelligent systems can work for the betterment of life. Second section deals with 
parametric and nonparametric algorithms. Third section discusses in details the commonly employed 
supervised learning algorithm with example to assist readers gain an insight towards learning techniques. 
Fourth section deals with unsupervised learning algorithms example clustering and a priori methods.

BACKGROUND

Tom M. Mitchell provided a widely quoted, more formal definition of the algorithms studied in the ma-
chine learning field: “A computer program is said to learn from experience E with respect to some class 
of tasks T and performance measure P if its performance at tasks in T, as measured by P, improves with 
experience E” (Mitchell, 1997). This definition of the tasks in which machine learning is concerned of-
fers a fundamentally operational definition rather than defining the field in cognitive terms. This follows 
Alan Turing’s proposal in his paper “Computing Machinery and Intelligence”, in which the question 
“Can machines think?” is replaced with the question “Can machines do what we (as thinking entities) 
can do?” (Turing, 2009). In Turing’s proposal the various characteristics that could be possessed by a 
thinking machine and the various implications in constructing one are exposed.

Machine learning is a technology that allows computers to learn directly from examples and experi-
ence in the form of data. Traditional approaches to programming rely on hardcoded rules, which set out 
how to solve a problem, step-by-step. In contrast, machine learning systems are set a task, and given a 
large amount of data to use as examples of how this task can be achieved or from which to detect pat-
terns. The system then learns how best to achieve the desired output. It can be thought of as narrow 
AI: machine learning supports intelligent systems, which are able to learn a particular function, given 
a specific set of data to learn from. Machine learning has gained a significant importance in the recent 
years. A large number of applications have been developed using Machine Learning algorithms. Amongst 
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