
Copyright © 2006, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of Idea Group
Inc. is prohibited.

International Journal of Web Services Research, 3(2), 33-60, April-June 2006    33

XWRAPComposer:
A Multi-Page Data Extraction Service

Ling Liu, Georgia Institute of Technology, USA
Jianjun Zhang, Georgia Institute of Technology, USA

Wei Han, IBM Research, Almaden Research Center, USA
Calton Pu, Georgia Institute of Technology, USA

James Caverlee, Georgia Institute of Technology, USA
Sungkeun Park, Georgia Institute of Technology, USA

Terence Critchlow, Lawrence Livermore National Laboratory, USA
David Buttler, Lawrence Livermore National Laboratory, USA

Matthew Coleman, Lawrence Livermore National Laboratory, USA

ABSTRACT

We present a service-oriented architecture and a set of techniques for developing wrapper code
generators, including the methodology of designing an effective wrapper program construction
facility and a concrete implementation, called XWRAPComposer. Our wrapper generation
framework has two unique design goals. First, we explicitly separate tasks of building wrappers
that are specific to a Web service from the tasks that are repetitive for any service, thus the code
can be generated as a wrapper library component and reused automatically by the wrapper
generator system. Second, we use inductive learning algorithms that derive information flow
and data extraction patterns by reasoning about sample pages or sample specifications. More
importantly, we design a declarative rule-based script language for multi-page information
extraction, encouraging a clean separation of the information extraction semantics from the
information flow control and execution logic of wrapper programs. We implement these design
principles with the development of the XWRAPComposer toolkit, which can semi-automatically
generate WSDL-enabled wrapper programs. We illustrate the problems and challenges of multi-
page data extraction in the context of bioinformatics applications and evaluate the design and
development of XWRAPComposer through our experiences of integrating various BLAST
services.
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INTRODUCTION
With the wide deployment of Web ser-

vice technology, the Internet and the World
Wide Web (Web) have become the most popu-
lar means for disseminating both business and
scientific data from a variety of disciplines. For

example, vast and growing amount of life sci-
ences data reside in specialized Bioinformatics
data sources, and many of them are accessible
online with specialized query processing capa-
bilities. Concretely, the Molecular Biology Da-
tabase Collection currently holds over 500 data
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sources (DBCAT, 1999), not even including
many tools that analyze the information con-
tained therein. Bioinformatics data sources over
the Internet have a wide range of query pro-
cessing capabilities. Typically, many Web-
based sources allow only limited types of se-
lection queries. To compound the problem, data
from one source often must be combined with
data from other sources to provide scientists
with the information they need.

Motivating Scenario
In the Bioinformatics and Bioengineer-

ing domain, many biologists currently use a
variety of tools, such as DNA microarrays, to
discover how DNA and the proteins they en-
code may allow an organism to respond to vari-
ous stress conditions such as exposure to en-
vironmental mutagens (Quandt, Frech, Karas,
Wingender, & Werner, 1995; Altschul et al.,
1997; DBCAT, 1999). One way to accomplish
this task is for genomics researchers to identify
genes that react in the desired way, and then
develop models to capture the common ele-
ments. This model will be used to identify pre-
viously unidentified genes that may also re-
spond in similar fashion based on the common
elements. Figure 1 illustrates a workflow that a
genomics researcher has created to gather the
data required for this analysis. This type of
workflow significantly differs from traditional
workflows, as it is iteratively generated to dis-
cover the correct process with a small set of
data as the initial input. At each step the re-
searcher selects and extracts the part of the
output data that is useful for his genomic analy-
sis in the next step, and determines which ser-
vices should be used in the next step in his
data collection process. Once the workflow is
constructed, the genomic researcher will use
the workflow as the data collection pattern to
collect large quantities of data and perform large
scale genomic analysis. Concretely, Figure 1
shows a pattern of a promoter model where the
data collection is performed in eight steps us-
ing possibly eight or more Bioinformatics data
sources through service oriented computing
interfaces.

In Step (1), microarrays containing the
genes of interest are produced and exposed to
different levels of a specific mutagen in the wet-
lab, usually in a time dependent manner.

In Step (2) gene expression changes are
measured and clustered using some computa-
tional tools (e.g., Clusfavor (Peterson, 2002)),
such that genes that changed significantly in a
micro-array analysis experiment are identified
and clustered. The representative genes from
Clusfavor analysis will be used as the input for
the next data collection step. Typically the re-
searcher must choose from a wide variety of
tools available for this task either manually
based on his past experience or using a Web
service selection facility. Each tool offers spe-
cific advantages in terms of their ability to ana-
lyze the microarray data, and each requires a
different method of execution.

In Step (3), the full sequence from each
of the representative genes chosen in the sec-
ond step is retrieved from gene-banks.

In Step (4), each gene sequence retrieved
in Step (3) will be submitted to a gene matching
service, such as NCBI Blast Web service, that
will return homologs (other genes with similar
sequences). The returned sequences will be
further examined to find promoter sequences.
Again, there are several services that provide
gene similarity matching, many of which spe-
cialize in a particular species, such as ACEdb
(Stein & Thierry-Mieg, 1999).

Once related sequences are discovered,
approximately 1000-5000 bases of the DNA se-
quence around the alignment are extracted to
capture the promoter regulatory elements —
the region of a gene where RNA polymerase
can bind and begin transcription to create the
proteins that regulate cell function. In Step (5),
these promoter sequences are identified and
analyzed using specific tools, such as Mat-In-
spector (Peterson, 2002), TRANSFAC, TRRD,
or COMPEL (Quandt et al., 1995) to find the
common transcription binding factors. To ex-
tract specific data, such as portions of a DNA
sequence, returned by the sources, the data
needs to be converted into a well-known for-
mat, such as XML, and post-processed in or-



 

 

26 more pages are available in the full version of this document,

which may be purchased using the "Add to Cart" button on the

publisher's webpage: www.igi-global.com/article/xwrapcomposer-

multi-page-data-extraction/3078

Related Content

Fast and Effective Intrusion Detection Using Multi-Layered Deep Learning Networks
P. Chellammal, Sheba Kezia Malarchelvi, K. Rekaand G. Raja (2022). International Journal of

Web Services Research (pp. 1-16).

www.irma-international.org/article/fast-and-effective-intrusion-detection-using-multi-layered-deep-learning-

networks/310057

Privacy and Accessibility of Liberation Movement Archives of South Africa
Nkholedzeni Sidney Netshakhuma (2023). Protecting User Privacy in Web Search Utilization (pp.

186-199).

www.irma-international.org/chapter/privacy-and-accessibility-of-liberation-movement-archives-of-south-

africa/322591

E-Mail Based Mobile Communication System for Interactive Lecture Support
Toshiyuki Maeda, Tadayuki Okamoto, Yae Fukushigeand Takayuki Asada (2011). E-Activity and

Intelligent Web Construction: Effects of Social Design  (pp. 216-229).

www.irma-international.org/chapter/mail-based-mobile-communication-system/53286

Parallel Computing for Mining Association Rules in Distributed P2P Networks
Huiwei Guan (2011). E-Activity and Intelligent Web Construction: Effects of Social Design  (pp.

47-62).

www.irma-international.org/chapter/parallel-computing-mining-association-rules/53273

Research on Intelligent Medical Engineering Analysis and Decision Based on Deep

Learning
Bao Juan, Tuo Min, Hou Meng Ting, Li Xi Yuand Wang Qun (2022). International Journal of Web

Services Research (pp. 1-9).

www.irma-international.org/article/research-on-intelligent-medical-engineering-analysis-and-decision-based-

on-deep-learning/314949

http://www.igi-global.com/article/xwrapcomposer-multi-page-data-extraction/3078
http://www.igi-global.com/article/xwrapcomposer-multi-page-data-extraction/3078
http://www.irma-international.org/article/fast-and-effective-intrusion-detection-using-multi-layered-deep-learning-networks/310057
http://www.irma-international.org/article/fast-and-effective-intrusion-detection-using-multi-layered-deep-learning-networks/310057
http://www.irma-international.org/chapter/privacy-and-accessibility-of-liberation-movement-archives-of-south-africa/322591
http://www.irma-international.org/chapter/privacy-and-accessibility-of-liberation-movement-archives-of-south-africa/322591
http://www.irma-international.org/chapter/mail-based-mobile-communication-system/53286
http://www.irma-international.org/chapter/parallel-computing-mining-association-rules/53273
http://www.irma-international.org/article/research-on-intelligent-medical-engineering-analysis-and-decision-based-on-deep-learning/314949
http://www.irma-international.org/article/research-on-intelligent-medical-engineering-analysis-and-decision-based-on-deep-learning/314949

