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ABSTRACT

This chapter analyzes 57 articles published from 2012 on emotion classification using bio signals such 
as ECG and GSR. This study would be valuable for future researchers to gain an insight into the emo-
tion model, emotion elicitation and self-assessment techniques, physiological signals, pre-processing 
methods, feature extraction, and machine learning techniques utilized by the different researchers. Most 
investigators have used openly available databases, and some have created their datasets. The studies 
have considered the participants from the healthy age group and of similar cultural backgrounds. Fusion 
of the ECG and GSR parameters can help to improve classification accuracy. Additionally, handcrafted 
features fused with automatically extracted deep machine learning features can increase classification 
accuracy. Deep learning techniques and feature fusion techniques have improved classification accuracy.

INTRODUCTION

Emotions indicate the way people prompt their feelings and communicate with the external world. Paul 
Ekman’s theory recognizes the seven basic discrete emotions Fear, anger, disgust, sadness, happiness, 
surprise, and contempt experienced by human beings. The emotions can be distinguished from their 
biological processes and characteristics and usually do not persist for long. James Russell‘s Circumplex 
model of emotion separates the emotions in a two-dimensional circular space (Emotion classification, 
2022). The valence indicates the pleasantness of the emotions and arousal intensity of emotions. Happi-
ness has high valence and high arousal. Electroencephalogram (EEG), Electromyogram (EMG), respira-
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tion rate (RT), Galvanic skin response(GSR) or Electrodermal activity (EDA), skin temperature(ST), 
heart-related methods like Electrocardiogram (ECG), Blood volume pulse (BVP), enable the detection 
of emotions. In a virtual classroom environment reliant on students’ emotions suitable teaching plans 
can be formulated. The passengers can get alert if the driver is found angry or in stressful conditions. 
Companies can assess the emotions of their customers and then decide the strategy for marketing their 
products. In the healthcare field, robots can judge patient’s emotional states and alter their actions ap-
propriately. Human-computer interaction systems monitor the discomfort experienced by patients who 
aren’t able to express their emotions verbally. Emotions are detected in geriatric patients to provide them 
assistance. Remote monitoring of the health of the elderly is done depending on the emotions experi-
enced by them. The patients are provided assistance based on their emotions. Emotions can be detected 
using smart devices for real-time applications like healthcare, online classroom environment, advertising 
products. In this survey, the Inclusion criteria are ECG, BVP, GSR, and the exclusion criteria are Facial, 
Voice signals, EEG, EMG, ST, Respiration rate for emotion detection. The research papers built on the 
openly available databases using ECG and GSR signals are published in the year 2012. This survey 
focuses on the recently published papers from the year 2012 to 2020. A total of 47 research papers are 
from the years 2016 to 2020. This chapter reviews ten papers published in the year 2016 and nine papers 
during the years 2017 and 2018 respectively. Twelve papers in this review are from the year 2019, seven 
papers during the year 2020. Mainly total number of 9 papers is from Elsevier, 8 numbers of papers are 
from IEEE transaction and 8 papers from MDPI sensors databases. Factors like the number and age of 
participants, gender proportionality, cultural & social background, and intellectual, physical, mental 
well-being of the subjects were considered. Emotions experienced by the participants mapped on the 
Valence Arousal scale. Pictures, Audio, Audiovisuals, virtual reality, the real-time environment used for 
emotion elicitation. Self-assessment manikins (SAM), Questionnaire, Participant’s ratings, Participant’s 
feedback, Android-based application assess the emotions experienced by the participants. The fusion of 
the ECG and GSR parameters leads to an enhancement in classification accuracy.

The paper structured as follows. The Section Background reviews the emotion models, emotion elicita-
tion methods, methods of self-assessment by the participants. Next Section on “Emotional Intelligence” 
reviews the publicly available databases for research, devices used for acquiring these signals, and the 
participant’s details. “Emotion Detection” and “ECG, GSR Signal Preprocessing” Sections mention 
the pre-processing methods, feature extraction, and feature selection techniques. The feature selection 
techniques assist in selecting the optimum features needed for classification. Next Section “Classifica-
tions and Fusion” explains the classification techniques and the fusion techniques for classifying the 
emotions. Last Sections are Future directions and Conclusion. Figure number 1 lists an overview of the 
various attributes for emotion recognition and classification using the ECG & GSR signals.

BACKGROUND

Egger Maria, Ley Matthias, Hanke Sten in their paper give a review of emotion detection. The outward 
physical expressions in Facial recognition lead to falsified emotion classification. EEG gives emotion 
classification with high accuracy, but it is suitable for clinical applications. Speech recognition extracts 
semantics from speech while voice recognition analyses the acoustic of spoken words. The accuracy of 
voice recognition is lesser than Facial recognition and EEG since the talking style and rates differ in indi-
viduals. Photoplethysmography (PPG) is used in smartwatches to calculate heart rate variability (HRV).



 

 

19 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/emotion-detection-and-classification-using-

machine-learning-techniques/313341

Related Content

The WASP Framework: Bridging the Gap Between the Web of Systems, the Web of Services,

and the Web of Semantics with Agent Technology
Thomas Biskup, Jorge Marx Gomexand Claus Rautenstrauch (2005). International Journal of Intelligent

Information Technologies (pp. 68-82).

www.irma-international.org/article/wasp-framework-bridging-gap-between/2385

Ethical AI Integration in Academia: Developing a Literacy-Driven Framework for LLMs in South

African Higher Education
Zander Janse van Rensburgand Sonja van der Westhuizen (2024). AI Approaches to Literacy in Higher

Education (pp. 23-48).

www.irma-international.org/chapter/ethical-ai-integration-in-academia/345997

A Modified Watershed Segmentation Method to Segment Renal Calculi in Ultrasound Kidney

Images
P. R. Tamilselviand P. Thangaraj (2012). International Journal of Intelligent Information Technologies (pp.

46-61).

www.irma-international.org/article/modified-watershed-segmentation-method-segment/63351

Artificial Intelligence and Education
Eduardo Sánchezand Manuel Lama (2009). Encyclopedia of Artificial Intelligence (pp. 138-143).

www.irma-international.org/chapter/artificial-intelligence-education/10238

Application of Rough Set Based Models in Medical Diagnosis
Balakrushna Tripathy (2016). Handbook of Research on Computational Intelligence Applications in

Bioinformatics (pp. 144-168).

www.irma-international.org/chapter/application-of-rough-set-based-models-in-medical-diagnosis/157486

http://www.igi-global.com/chapter/emotion-detection-and-classification-using-machine-learning-techniques/313341
http://www.igi-global.com/chapter/emotion-detection-and-classification-using-machine-learning-techniques/313341
http://www.irma-international.org/article/wasp-framework-bridging-gap-between/2385
http://www.irma-international.org/chapter/ethical-ai-integration-in-academia/345997
http://www.irma-international.org/article/modified-watershed-segmentation-method-segment/63351
http://www.irma-international.org/chapter/artificial-intelligence-education/10238
http://www.irma-international.org/chapter/application-of-rough-set-based-models-in-medical-diagnosis/157486

