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ABSTRACT

Abstractive summarization aims to comprehend texts semantically and reconstruct them briefly and 
concisely where the summary may consist of words that do not exist in the original text. This chapter 
studies the abstractive Turkish text summarization problem by a transformer attention-based mechanism. 
Moreover, this study examines the differences between transformer architecture and other architectures 
as well as the attention block, which is the heart of this architecture, in detail. Three summarization 
datasets were generated from the available text data on various news websites for training abstractive 
summarization models. It is shown that the trained model has higher or comparable ROUGE scores 
than existing studies, and the summaries generated by models have better structural properties. English-
to-Turkish translation model has been created and used in a cross-lingual summarization model which 
has a ROUGE score that is comparable to the existing studies. The summarization structure proposed 
in this study is the first example of cross-lingual English-to-Turkish text summarization.
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INTRODUCTION

Due to the rapid growth of the web, the amount of text data is increasing exponentially which suggests 
a need for effective techniques and tools to manage this data. Reducing the length of texts while retain-
ing the core meaning, referred to as summarization, has drawn significant attention from researchers in 
the recent past. There are two main classes of summarization methods: extractive and abstractive. The 
primary goal of extractive summarization, which uses identical sentences from the original text as part 
of the summary, is to identify the text’s most essential phrases and clauses. In abstractive summariza-
tion, however, the aim is to create novel sentences by generating new words or rephrasing the existing 
ones. To achieve this, the text’s semantic content should be examined using deep analysis and reasoning 
(Rachabathuni, 2017). Abstractive summarization methods provide concise and coherent summaries that 
are rich in information, short in length, and different from the original text.

Abstractive summarization of English text became a popular research topic thanks to the recent 
advances in natural language processing (NLP) algorithms. Performance evaluation of the summariza-
tion algorithms is done by comparing their ROUGE scores, which is a measure that compares obtained 
summaries against a reference summary set or translation (Lin, 2004). For English texts, the summariza-
tion algorithms in the current literature have ROUGE scores of around 40 which corresponds to a very 
successful summarization. As a result of the success of summarizing English texts, the authors of this 
chapter examine the problem of abstractive Turkish text summarization.

BACKGROUND

For abstractive summarization, a number of models utilizing sequence-to-sequence architecture have 
been presented recently. The transformer model, which exclusively relies on the attention process, was 
introduced by Vaswani et al. (2017). The attention mechanism was further utilized by the researchers to 
provide promising results in summarization (Lewis et al., 2019; Raffel et al., 2020). Lewis et al. (2019) 
proposed the BART model which contains both a bidirectional encoder and an autoregressive decoder. 
In the BART model, random noise is added to the text data and the original text is reconstructed using a 
sequence-to-sequence architecture. Raffel et al. (2020) introduced the T5 model which is a text-to-text 
framework based on an attention mechanism that can be used for various text processing tasks including 
translation, classification, and summarization. These models are remarkably successful in making sense 
of sentences since they consist of both the encoder and decoder structures of the Transformer language 
model, which makes them preferred for translation and summarization problems.

English text summarization problem has been examined by many authors in the literature (Rush et al., 
2015; Chopra et al., 2016; Lin et al., 2018). Rush et al. (2015) used a convolutional and attention-based 
encoder for summarization. Chopra et al. (2016) utilized RNN cells to create a decoder block. Nallapati 
et al. (2016) suggested an abstractive summarization system for English texts using RNN cells in both 
encoder and decoder blocks. However, these attention-based structures lead to grammatical errors, 
semantic irrelevance, and repetition. Lin et al. (2018) provided a solution to this problem using CNN 
filters and LSTM cells. The studies containing both encoder and decoder structures of the Transformer 
architecture show higher performances in perceiving text and produce better texts (Raffel et al., 2020; 
Lewis et al., 2019). Zhang et al. (2019) performed a pre-trained model for English with the C4 corpus 
that is proposed by Raffel et al. (2020). The fine-tuning stage is performed with ready-to-use datasets 
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