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ABSTRACT

With the change of people’s consumption mode, credit consumption has gradually become a new 
consumption trend. Frequent loan defaults give default prediction more and more attention. This 
paper proposes a new comprehensive prediction method of loan default. This method combines 
convolutional neural network and LightGBM algorithm to establish a prediction model. Firstly, the 
excellent feature extraction ability of convolutional neural network is used to extract features from 
the original loan data and generate a new feature matrix. Secondly, the new feature matrix is used 
as input data, and the parameters of LightGBM algorithm are adjusted through grid search so as to 
build the LightGBM model. Finally, the LightGBM model is trained based on the new feature matrix, 
and the CNN-LightGBM loan default prediction model is obtained. To verify the effectiveness and 
superiority of our model, a series of experiments were conducted to compare the proposed prediction 
model with four classical models. The results show that CNN-LightGBM model is superior to other 
models in all evaluation indexes.
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Introduction

As credit consumption has become the lifestyle of more and more people, credit consumption has 
become an important part of the national economy and has played a great role in promoting the 
actual economy. From 2014 to 2019, China’s Internet consumer credit scale expanded rapidly, from 
18.7 billion yuan to about 16.3 trillion yuan. Credit consumption has become a new driving force for 
economic growth. However, loans without collateral are bound to be accompanied by bad behavior 
such as fraud and default. Frequent loan defaults have also become an important factor that restricts 
the development of the credit industry and even hinders social and economic growth (Boateng & 
Oduro, 2018). Financial institutions will not be able to deal with bad debts in time due to a large 
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number of loan defaults, resulting in huge losses and even the risk of bankruptcy. In order to control 
the loan default ratio within a safe range, the risk prediction of loan default has become one of the 
most important tasks of financial institutions.

In recent years, machine learning technology has been widely used in the financial industry. 
The improvement of efficiency and reliability brought by machine learning algorithms makes 
it indispensable in this field. With the gradual rise of neural networks, data mining, and other 
technologies, more and more scholars apply these technologies to the prediction of loan default risk 
(Teply & Polena, 2020). Compared with the traditional logistic regression prediction model, the two-
stage credit evaluation model and the ensemble model of two or more algorithms used at this stage 
greatly improve the prediction ability of loan default. However, limited by the feature extraction ability 
of standard feature engineering data, their prediction accuracy has not made a qualitative breakthrough. 
In order to reduce the negative impact of complex feature engineering on loan default modeling, this 
paper introduces convolutional neural network and LightGBM algorithm into the field of loan default 
prediction uses convolutional neural network instead of feature engineering to extract data set features 
and establishes a hybrid algorithm model to improve prediction accuracy and prediction efficiency. 
From the perspective of deep learning, a convolutional neural network has excellent performance in 
obtaining information. Compared with feature engineering technology, a convolutional neural network 
can obtain the actual features of datasets more quickly and comprehensively. The fully connected layer 
used for classification in a convolutional neural network is to further realize the mapping of feature 
space to target space on the basis of convolutional layer feature extraction, and because the fully 
connected layer has a large number of parameters, it is easy to produce overfitting phenomenon when 
the training data is not enough. Therefore, this paper proposes that after the neural network training 
is completed, only the output of the convolutional layer is extracted as a newly derived variable, and 
the classification results are obtained by further learning by the machine learning algorithm. For the 
choice of machine learning algorithms, we think LightGBM is the most ideal. LightGBM algorithm 
is an improvement on the GBDT algorithm, supports high-efficiency parallel training, and has 
advantages such as faster training speed, lower memory consumption, better accuracy, support for 
distributed can quickly process massive data. It is one of the best machine learning models at present. 
Compared with the current mainstream model, the combined model of convolutional neural network 
and LightGBM algorithm has better performance in the accuracy of loan default risk prediction.

Related Work

With the rapid development of the Internet financial industry at home and abroad, the shortage and 
existing problems of online credit have become increasingly prominent, and the default of loan users 
has become increasingly common. What kind of algorithm model can be used to predict user loan 
risk more effectively has now become a research hotspot of many scholars.

In recent years, various scholars have tried to apply machine learning algorithms to loan default 
prediction and made good progress. Zhang et al. established a random forest model for loan default 
prediction by sorting the importance of features and calculating the important features that affect the 
default. The results show that the prediction performance of the random forest algorithm is better 
than the decision tree and logistic regression classification algorithm (H. Zhang et al., 2020). By 
measuring the importance of each feature, Zhang et al. obtained the borrower’s debt ratio, the number 
of historically overdue times, and the ratio of total loans to total credit, which had a great impact on 
the ultimate default (L. Zhang et al., 2021).

Chotwani et al. (2019) took the fraudulent loan data set as the research object, studied the data 
mining algorithm, looked for the data mining algorithms with better performance than the algorithm, 
and used it to predict the fraudulent loan. Cerchiello and Scaramozzino (2020) applied text analysis 
to augment the traditional set of account default drivers with new text-based variables, classifying 
bank account users into different customer profiles by using ad hock dictionaries and distance 



 

 

14 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/article/loan-default-prediction-based-on-

convolutional-neural-network-and-lightgbm/315823

Related Content

Modeling and Evaluating the Effects of Big Data Storage Resource Allocation

in Global Scale Cloud Architectures
Enrico Barbierato, Marco Gribaudoand Mauro Iacono (2016). International Journal of

Data Warehousing and Mining (pp. 1-20).

www.irma-international.org/article/modeling-and-evaluating-the-effects-of-big-data-storage-

resource-allocation-in-global-scale-cloud-architectures/146850

Computing Join Aggregates Over Private Tables
Rong She, Ke Want, Ada Waichee Fuand  Xu Yabo (2008). International Journal of

Data Warehousing and Mining (pp. 22-41).

www.irma-international.org/article/computing-join-aggregates-over-private/1816

Web Semantics for Personalized Information Retrieval
Aarti Singhand Anu Sharma (2017). Web Semantics for Textual and Visual

Information Retrieval (pp. 166-186).

www.irma-international.org/chapter/web-semantics-for-personalized-information-

retrieval/178373

An Efficient Code-Embedding-Based Vulnerability Detection Model for

Ethereum Smart Contracts
Zhigang Xu, Xingxing Chen, Xinhua Dong, Hongmu Han, Zhongzhen Yan, Kangze

Ye, Chaojun Li, Zhiqiang Zheng, Haitao Wangand Jiaxi Zhang (2023). International

Journal of Data Warehousing and Mining (pp. 1-23).

www.irma-international.org/article/an-efficient-code-embedding-based-vulnerability-detection-

model-for-ethereum-smart-contracts/320473

A Building Block Approach to Genetic Programming for Rule Discovery
Andries P. Engelbrecht, L. Schoemanand Sonja Rouwhorst (2002). Data Mining: A

Heuristic Approach  (pp. 174-190).

www.irma-international.org/chapter/building-block-approach-genetic-programming/7589

http://www.igi-global.com/article/loan-default-prediction-based-on-convolutional-neural-network-and-lightgbm/315823
http://www.igi-global.com/article/loan-default-prediction-based-on-convolutional-neural-network-and-lightgbm/315823
http://www.igi-global.com/article/loan-default-prediction-based-on-convolutional-neural-network-and-lightgbm/315823
http://www.irma-international.org/article/modeling-and-evaluating-the-effects-of-big-data-storage-resource-allocation-in-global-scale-cloud-architectures/146850
http://www.irma-international.org/article/modeling-and-evaluating-the-effects-of-big-data-storage-resource-allocation-in-global-scale-cloud-architectures/146850
http://www.irma-international.org/article/computing-join-aggregates-over-private/1816
http://www.irma-international.org/chapter/web-semantics-for-personalized-information-retrieval/178373
http://www.irma-international.org/chapter/web-semantics-for-personalized-information-retrieval/178373
http://www.irma-international.org/article/an-efficient-code-embedding-based-vulnerability-detection-model-for-ethereum-smart-contracts/320473
http://www.irma-international.org/article/an-efficient-code-embedding-based-vulnerability-detection-model-for-ethereum-smart-contracts/320473
http://www.irma-international.org/chapter/building-block-approach-genetic-programming/7589

