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1. INTRODUCTION
Parallelization of numeric calculations and development of new

parallel algorithms is an important aspect for successful computational
investigations in many fields of science. Recently the advantages of
parallel processing have been recognized as applicable in the business
world as well [1]. For many computational problems a single processor
can easily provide timely results. However, there are certain classes of
problems in which a single processor alone is not adequate. It may be
that the computations or the I-O are so intensive that the single proces-
sor will need help to complete the functions quickly enough to be of
value to the end-user [2].

If that is the case, parallel processing resources are more readily
available and effective than they were even five years ago [3]. The
combination of high speed networks such as 100BASETX, high end
workstations, clustering software and middleware protocols such as MPI
(message passing interface) allow a group of high end workstations con-
nected by a LAN and configured with the appropriate software to be-
come a loosely-coupled scalable parallel computing architecture [4]. In
the past, some of the hesitation to employ parallel processing was
related to its high cost. Configuring existing equipment to serve in a dual
role negates much of that argument. Therefore, if an appropriate soft-
ware candidate for parallel processing is identified the next concern is
often related to software development. In other words, how is that
software going to be effectively broken into subparts? Past work has
shown three outcomes when implementing parallel processing algo-
rithms in regard to speed: parallel is faster than serial, serial is faster
than parallel, there is no significant difference between serial and paral-
lel [5]. Obviously if the first outcome is not realized parallel processing
is not worth pursuing. Developing parallel processing algorithms can be
a time consuming and frustrating task and often there is no guarantee
that it will speed up processing. Therefore, when trying to solve a
complex problem that is a candidate for parallel processing it is often
beneficial to investigate if similar algorithms exist. If so it may be
efficient to try to adapt a proven algorithm rather than devise one from
scratch. Therefore, this paper is designed to serve as a case study in
which a proven scientific algorithm is adapted to a management prob-
lem. Specifically, the case selected is a parallel plotting algorithm used
to solve a semiquantal few-body physics problem, which in turn is modi-
fied to solve a packet inter-arrival time distribution problem in the
network management domain.

2. THE PHYSICS PROBLEM
It is common knowledge that parallel-methods and algorithms are

highly effective for iterative and/or self-consistent mathematical algo-
rithms, because one can bound the competitive processes in a parallel
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way. For example, for semiquantal systems in atomic and chemical
physics one gets at least two degrees of freedom. The first degree of
freedom involves quantum dynamics of lighter particles, which could be
described as a “fast susbsystem” (for example electrons in molecules).
The second degree of freedom is the dynamics of relatively heavier
particles, which could be described as a “slow subsystem” (for example
nuclei in molecules). A tool for self-consistent integration of both parts
of the problem is the Pechükas method [6]. In this work we develop a
parallel computer algorithm for semiquantal calculations within the
Faddeev Hahn-type few-body equations [7] and the Pechukas self-con-
sistent procedure [6] for describing the rearrangement of atomic pro-
cesses 2 + (1,3) —> (2,3) + 1, with one light particle of charge Z

3
 = -1

and two heavy particles 1 and 2 of charges +1. These equations are
treated by means of an adequate coupled channel expansion (CCA). The
basics of this method have been published in [7] and we refer readers
interested in further details to this paper. The transfer cross section of
the three-particle collision is described by the following equation [6]:

 (1)

When reduced we solve a set of coupled differential equations.
When varying the impact parameter ρi it is found that the coefficients
are independent and therefore one can solve the differential equations
in completely parallel way and carry out the integration in (1) quicker.

3. METHOD OF PARALLELIZATION
Let us focus on the algorithm. Here we describe the parallel aspects

of the strategy we have implemented and tested. Our program is written
in C using MPI functions [8]. The code was run on the Sun Microsystems
machines at the BCRL at St. Cloud State University, MN.  The inter-
processor topology consisted of one main machine with 4 processors
and four satellites having only one processor each. We make use of the
multiple processors by distributing the data according to the radial coor-
dinate, that is the impact parameter ρ. Let Nρ be a number of proces-
sors, labeled as κ = 0,1, …Nρ-1. Hence, when Nρ is the size of the basis
in the impact parameter ρ (� ), (�  = 1, Nρ) each processor will get η ρ =

N ρ / N p points along ρ. The vectors Cn (ρ (� )) are partitioned into N
ρ equal sections and distributed to the various processors together with
other relevant data. The initialization and set up part of the program
occurs simultaneously on all processors. After that, the main calcula-
tions, a set of differential equations for a given ρ (� ) is started. These
computations are completely local to each processor. However, the
final integration on ρ requires communication between the processors.
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2,000 then 20,000 numbers so that different levels of intensity could be
observed. Again linear dependence was observed in all columns reported.
However, the magnitude was the inverse of what was desired. In other
word, as processors were added the total execution time increased. This
was true for both the 2,000 and 20,000 observation levels. Curiously, the
times for the 20,000 observation trials were about 10 times greater than
the 2,000 observation trials. This held true for both the five and ten
logical channel communication models. The fact that opening five more
communication channels about doubled the execution time further supports
the observed linear patterns.

It is clear that both of the hypotheses must be rejected, increasing
the number of observations did not make the algorithm any more effi-
cient and in no way did the adapted algorithm come close to the excel-
lent results achieved in the physics problem. This could be attributed to
the more complex differential equations employed in the physics prob-
lem on the application level. The processor distribution portion of the
algorithm was successfully adapted, but the application chosen (generat-
ing packet distributions) lacked the complexity needed to be an appro-
priate candidate for parallel processing. Therefore, it would seem ap-
propriate to search out more complex business applications and test
their suitability for the processor distribution algorithms employed herein.

6. IMPLICATIONS FOR MANAGERS
Although this study was not successful in adapting a scientific algo-

rithm to solve a computer network management problem it did generate
a useful frame work from which to pursue additional research. The
distribution portion of the algorithm can be easily adapted to other
business application problems. Perhaps if a problem of adequate inten-
sity is identified then more promising results may be realized. It also
might be interesting to try the same problem using other parallel pro-
cessing mechanisms. Perhaps PVM (parallel virtual machine), which
uses a more efficient communication protocol for processor-to- pro-
cessor communication than MPI would offer better results. This study
certainly further proved that not all problems are appropriate for par-
allel processing.

Fig. 1. Parallel solution of differential equations for each r on the five
SUN-machines.

 

Table 1. Time scaling (see) with number of processors: 2 and 3 Pechukas’s
classical iterations [6, 7]

 

Table 2.Time scaling (sec) with number of processors N p and number of
rings Nr for parallel generation of 2,000 and 20,000 random observations
from an exponential distribution.

 

Each machine, κ, contains that portion of the quantum amplitude Cn (ρ
(� )) for the final computing (integration) of the cross sections. Fig. 1
shows the parallel processing structure. [7]

4. CONVERSION TO A COMPUTER NETWORK
MANAGEMENT PROBLEM

For parallel processing to be effective a fairly high level of compu-
tational intensity is required. In searching for a problem in computer
network management that meets this intensity requirement the process
of forecasting packet workload offers some degree of promise. Often
network managers examine “what if’ scenarios with the aid of workload
simulation software. The heart of that software is the calculation of
simulation packet inter-arrival rates with varying degrees of intensity.
In other words, what happens to response time if the mean packet inter-
arrival time is reduced from .0004 seconds to .000008 seconds? Most
network managers do not have the time or resources to maintain exten-
sive packet logfile data. So often the only baseline data available to
them is summary information such as mean arrival rates and how many
packets arrived in a given day. This limited information can be very
valuable in “what if’ scenarios if the simulated arrival times are gener-
ated according to some form of exponential distribution based on the
mean and number of packets received during that day. This can be done
with a random number generator and when linked to simulation software
this process can provide much more robust results than comparing means
from day to day. Our inter-arrival rate distribution generator is built to
generate data if given the mean and number of arriving packets for a
given day. It is hypothesized that as the number of packets slated to
arrive on any given day increases the probability that parallel process-
ing will provide a quicker solution than serial processing increases. It is
further hypothesized that if the appropriate level of intensity is reached
that the parallel processing advantage realized will closely match the
ratios obtained in the physics problem because it is built on the same
MPI distribution logic.

5. RESULTS
The effectiveness of the parallel processing algorithm applied to

the physics problem is depicted in Table 1. All temporal values are
reported in standard wall clock time as returned from the MPI_WTIME
function. The table is designed to illustrate how the algorithm scales
when increasing the number of processor from four to eight. Both two
and three iteration examples are provided. In each case approximately
linear behavior was observed. Doubling the number of integration points
in π caused the time to approximately increase by a factor of two.

Table 2 shows the scaling results when the distribution algorithm
was applied to the computer network management problem. The distri-
bution problem becomes a ring oriented persistent communication prob-
lem. The program generates a random observation from an exponential
distribution with a mean m:

where m = 2.0, log is natural logarithm and µ is the unit random number.
Furthermore, the program uses MPI calls to manage the flow of numbers
around the physical ring. The random number generator, which provides
seed numbers for the mean calculations was programmed to generate first

����-m log (1.0 —���� (2) 
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