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ABSTRACT

Researchers forecast that autonomous vehicles will reduce accidents by 90%. The ethical interplay 
of autonomous vehicles, cybersecurity vulnerabilities, and societal demands further complicates the 
governments’ decisions on self-driving cars. Autonomous vehicles have safety, economic, and societal 
benefactors; however, offsetting the unintended consequences of technologies requires governance initia-
tives to address cybersecurity threats and vulnerabilities. At issue is the lack of ethical consideration for 
autonomous vehicles from a cybersecurity perspective, given the amount of personal and sensitive data 
created, used, and stored by autonomous vehicles. The advancement of autonomous cars is increasingly 
reliant on software, consequently making them vulnerable to cyber-attacks. Software vulnerabilities re-
main a top cyber-attack vector in all industries. The deliberation concerning ethics for autonomous cars 
is ebb and flow, especially as opposing sides increase arguments as self-driving vehicles reach a reality.
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INTRODUCTION

Recent developments in autonomous vehicles proliferate cybersecurity concerns with self-driving tech-
nologies. The advancement of self-driving vehicles stems from researchers seeking initiatives to improve 
highway safety (Page & Krayem, 2017). Vehicle accidents account for 35,000 fatalities, 2.4M injuries, 
and 10M crashes annually, in which human-enabled errors are the contributing factors (Boeglin, 2015; 
Page & Krayem, 2017). Fleetwood (2017) contended that autonomous vehicles could save 10 million 
lives within a decade due to the cars’ crash-avoidance capability. Although in 2016, Singapore received 
praise for its autonomous vehicle breakthroughs with nuTonomy, a self-driving taxi, which included 
a human operator to control the take control, if necessary, Uber, Telsa, Volkswagon, Audi, Ford, and 
Google all joined the autonomous vehicles arms race (Fleetwood, 2017).

To leverage the economic and safety aspects of autonomous vehicles, California, Nevada, Florida, 
and Michigan have existing legislation that supports the testing of self-driving vehicles; however, Nevada 
and California mandate that self-driving cars relinquish control to a human operator when requested 
(Boeglin, 2015). Researchers forecast that autonomous vehicles will reduce accidents by 90%; nonethe-
less, a salient concern of autonomous vehicles is cybersecurity risk. The current cybersecurity threat 
landscape is hyperactive, chaotic, and troublesome due to the threat actors’ unrelenting quest to access 
sensitive data, intellectual property, and critical systems, including autonomous vehicles. This paper 
critically highlights the cybersecurity risks and threats associated with autonomous vehicles from an 
ethical lens. The ethical interplay of autonomous vehicles, cybersecurity vulnerabilities, and societal 
demands further complicates the governments’ decisions on self-driving cars.

Autonomous vehicles have safety, economic, and societal benefactors; however, offsetting the unin-
tended consequences of technologies requires governance initiatives to address cybersecurity threats and 
vulnerabilities (Taeihagh & Lim, 2019). Researchers contend that autonomous vehicle manufacturers are 
rapidly developing technologies (Taeihagh & Lim, 2019). At issue is the lack of ethical consideration 
for autonomous vehicles from a cybersecurity perspective, given the amount of personal and sensitive 
data created, used, and stored by autonomous vehicles. As a result, data protection and privacy come to 
the forefront of security requirements to protect the owners of autonomous vehicles. Given the safety 
concerns of autonomous vehicles, cybersecurity threats, risks, and vulnerabilities require an assertive 
and comprehensive approach to ensure that information security remains a salient priority.

AUTONOMOUS VEHICLES

Autonomous cars are computer-manipulated entities with the sensory and actuator capacities to detect 
and identify their location and surroundings, plan actions, and execute in accordance with regulatory 
and safety standards (Hussain & Zeadally, 2019; Winkelman et al., 2019). This paper uses autono-
mous vehicles, self-driving cars, and autonomous cars interchangeably. Of note, autonomous cars are 
categorized by levels of autonomy, as depicted in Figure 1. Heineke et al. (2021) indicated that level 4 
autonomy is attainable by 2022, while level 5 is forecasted for 2030. Figure 1 depicts the progressive 
autonomous levels. 

Even with the technological advancements of autonomous cars, the biggest bottleneck impeding the 
adoption is the regulation quandary (Heineke et al., 2021). Level 5 is the most advanced autonomous 
capacity; given this stage’s lack of human engagement in the vehicle’s execution and manipulation, it 
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