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ABSTRACT
Estimation skill is only one, out of many, factors that potentially impacts

the accuracy of software development effort estimates. In this paper we exam-
ine how the size of the development task, the contract type (fixed-price versus
per hour payment), the task priorities (time-of-delivery, quality, or cost), and
the difference between estimating own and other peoples work, impact esti-
mation accuracy. We found that an understanding of these factors could be
important to explain the variance of estimation accuracy and, consequently,
important when deciding on estimation improvement actions based on esti-
mation accuracy measurement.

1 INTRODUCTION
Organizations developing software have, in general, a bad reputation for

effort estimation. According to a survey carried out in 1998 by Standish Groupi

only 26% of the software projects completed on time, on budget and with the
originally specified functionality. The characteristics of software projects, such
as “one of a kind” activities, dynamic environments, changing requirements
and carried out by humans, mean that we cannot expect zero effort overruns.
There is however little doubt about that the improvement potential regarding
estimation accuracy is large.

Most software effort estimation research studies seem to have a strong
focus on the factors impacting the actual use of software development effort.
Those factors are essential when building estimation models or providing the
estimators with relevant information, but may not be sufficient for a proper
understanding of the factors impacting the estimation accuracy. Standish Group,
for example, reports that the main source of estimation accuracy improvement
from 1994 to 1998 was the shift towards smaller projects, i.e., the estimation
tasks were on average easier in 1998 compared with 1994.

The study reported in this paper is a follow-up study on our previous
study of project experience reports at Ericsson Design Center in Norway
(Jørgensen, Løvstad et al. 2002). In that study we found that a meaningful
interpretation of the measured effort estimation accuracy required information
about the project priority and properties of the requirement specification. For
example, we found one project with a low priority on product quality (the
software was meant to be a “demo”) and a strong focus on not exceeding the
cost budget. That project had very high effort estimation accuracy. However, it
would be incorrect to attribute this high effort estimation accuracy only to
good estimation skills. The experience report of that project indicated that the
quality and completeness of the functionality had been adjusted to fit the avail-
able time and effort, i.e., that the requirement specification had been quite
flexible. Similarly, there are several studies reporting different types of impact
from the estimate on the project behavior, e.g., (Abdel-Hamid and Madnik
1986; Abdel-Hamid 1990). One type of project behavior impact from the esti-
mate is the so-called “self-fulfilling prophecy” effect of software effort esti-
mates, e.g., that an over-optimistic initial estimate and a high focus on estima-
tion accuracy lead to actions that make that estimate more realistic.

To increase the confidence in the reported results and further extend our
understanding of factors impacting the estimation accuracy we conducted a
study of 60 software development tasks in a Web-development company. The
hypotheses, which were based on our experience from earlier studies, tested
were:
• H-1: Small tasks are typically over-estimated and large tasks under-esti-

mated.
• H-2: Fixed-price tasks are typically over-estimated and tasks paid per hour

typically under-estimated.
• H-3: Tasks where the customer prioritize quality or time-of-delivery have

less accurate effort estimates compared with those with priority on cost.
• H-4: Tasks were own work is estimated are more accurately estimated than

those where other developers’ work is estimated.
The motivation for each individual hypothesis is described in Section 3.

A study with the same goal, i.e., to increase our knowledge about factors im-
pacting estimation accuracy, is described in (Gray, MacDonnell et al. 1999).
That study found that over-estimation was connected with changes on small
modules and development of screens, while under-estimation was connected
with changes on large modules and development of reports. A potential expla-
nation of these observations is that easy tasks (small modules and screens)
typically are over-estimated, while complex tasks typically are under-estimated,
i.e., an explanation consistent with our hypothesis H-1.

2 DESIGN OF STUDY
The company that participated in our study is the Norwegian branch of a

large international web-development company. The role of the company is
that of a contractor (McDonald and Welland 2001), producing web-solutions
for its customers. Over a period of approx. 10 months we collected informa-
tion about 60 software development tasks, i.e., most of the small and medium
sized development tasks conducted by the company in that period. The me-
dian size of a task was 45 work-hours.

All tasks were estimated without the support of estimation models or
databases of previous projects, i.e. “expert estimates”. The practical differ-
ence between expert and model-based effort estimates is, in our opinion, much
smaller then the “theoretical” difference. While expert estimates are based on
non-explicit and non-recoverable reasoning processes, i.e., “intuition”, the steps
leading to a model based effort estimates are “in theory” explicit and recover-
able. However, most estimation processes applied in practice have both intui-
tive and explicit (model based) reasoning elements (Blattberg and Hoch 1990).
In fact, most formal software development estimation models requires expert
estimates of important input parameters (Pengelly 1995), i.e., they require non-
explicit and non-recoverable reasoning. The expert estimation-based accuracy
results reported in this paper may, therefore, be valid for more model-based
effort estimation.

Information collected immediately before the design and implementa-
tion of the task started, for each task:
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• Name of the estimator
\• Short description of the task (max 10 lines)
• Type of contract (fixed price, per hour).  43% of the tasks were fixed-price,

42% per hour, and 15% of unknown contract type.
• Customer priority (cost, time-of-delivery, quality). The customer prioritized

in 22% of the tasks the cost (given an acceptable level of quality), in 48%
the quality, and in 30% the time-of-delivery (given an acceptable level of
quality).

• Proportion of the task planned to be completed by the estimator (zero, be-
tween 1% and 50%, more than 50%). 22% of the tasks were planned to be
completed more than 50% by the estimator, 30% between 1% and 50%, and
in 48% of the tasks the estimator was not supposed to participate in the
development, at all.

• Estimated effort in work-hours. The estimated effort should be the “most
likely” use of effort, not the effort accepted by the customer in the contract
(the “price-to-win” effort). From the answers in the “reasons for high or low
estimation accuracy”-field (see field description below) it is clear that there
were tasks were the estimators were influenced by “price-to-win” effort when
providing the effort estimates, i.e., there were situations with a poor separa-
tion of most likely and price-to-win effort estimates. The same lack of sepa-
ration is reported in (Jørgensen and Sjøberg 2001) and (Jørgensen, Løvstad
et al. 2002), i.e., this problem may be typical for software organizations.

Information collected immediately after the task was completed, to avoid
hindsight bias (Stahlberg, Eller et al. 1995):
• Actual effort in work-hours.
• Unexpected problems during the task execution (free text). 18% of the tasks

experienced at least one major unexpected problem. This is less than re-
ported, on maintenance tasks of similar size, in (Jørgensen 1995). That study
reported a proportion of 30% tasks with major unexpected problems

• Reasons for high or low estimation accuracy (free text). Almost all estima-
tors wrote 20-200 words describing estimation accuracy causes. We use this
information in the discussion of the data analysis presented in the result
section.

3 RESULTS
3.1 Size of Task vs Estimation Accuracy

H-1 hypothesizes that small tasks are typically over-estimated and large
tasks under-estimated. An argument for the size impact is the so-called “re-
gression-toward-the-mean” effect (Jørgensen, Indahl et al. 2002). This effect
implies that estimates tend to move closer to the meanii effort with increasing
uncertainty. This means that tasks smaller than the average task may be over-
estimated and tasks larger than the average task will be under-estimated. In the
extreme case, where the estimator knows very little about the effort usage of
the new task, a rational estimation approach is to estimate effort usage close to
the effort of the average task. The regression-toward-the-mean effect was first
described by Sir Francis Galton (Galton 1997). There are studies (Kahneman
and Tversky 1973; Nisbett and Ross 1980) demonstrating that the regression-
toward-the-mean effect in real life situations can be large and that people tend
to overlook it.

The median size of the tasks in our data set was 45 work-hours. We use
this value as an indication on the effort usage on the average task in this analy-
sis. To test H-1 we divided the tasks into two categories: SMALL (< 45 work-
hours) and LARGE (>= 45 work-hours). A Kruskal-Wallis test on the differ-
ence in median relative estimation deviation, defined as MRE0 = (actual ef-
fort – estimated effort)/Actual effort, shows a significant difference (p=0.02).
The median MRE0 for the small tasks was 0%, i.e., under-estimation was just
as frequent as over-estimation, while the median MRE0 for the large tasks was
21%, i.e., the typical large task was under-estimated with 21%. The general
tendency towards under-estimation (median MRE0 for all projects was 8%
under-estimationiii) means that, although the hypothesized estimation devia-
tion tendency is correct, our hypothesis is only partly supported. A better for-
mulated hypothesis may be that the likelihood of underestimated tasks is much
higher for large tasks compared with small tasks.

3.2 Contract Type vs Estimation Accuracy
H-2 hypothesizes that fixed-price tasks are typically over-estimated and

tasks paid per hour typically under-estimated. An argument for H-2 is that,

when a company is paid per hour for a task, this induces less focus on not
exceeding the estimate compared with the fixed-price situation. In the fixed-
price situation the company loses money when exceeding the estimate, while
the opposite may be the case in the payment per hour situation.

We tested H-2 applying the Kruskal-Wallis test on the median estimation
accuracy (MRE0) of the tasks of the two contract types. The results were in the
opposite direction of what hypothesized in H-2. The fixed-price tasks were
more, not less, under-estimated (median under-estimation of 18%) than the
tasks paid per hour (median under-estimation of 9%)iv. The hypothesis H-2 is
therefore not supported.

An examination of the descriptions of unexpected problems and reasons
for high or low estimation accuracy suggests that fixed price task estimates
were frequently impacted by how much the customer was willing to pay. In
particular, there were several examples of fixed-price tasks were the customer
negotiations had pressed the estimate down very much. The consequence of
this pressure was inaccurate, much too low, estimates. The relationship be-
tween contract-type and estimation accuracy is therefore more complex than
we hypothesized. On one hand, there is a stronger incitement for not exceed-
ing the estimate in the fixed-price situation. On the other hand, the customers’
negotiation impact towards lower estimates may also be larger. We observed
similar effects in the study reported in (Jørgensen and Sjøberg 2001).

3.3 Priority vs Estimation Accuracy
H-3 hypothesizes that tasks where the customer prioritizes quality or

time-of-delivery have less accurate effort estimates compared with tasks where
the customer prioritizes cost precision. The main argument for the hypothesis
is that the developers try to optimize their behavior in accordance with the
task priority, e.g., if time-of-delivery is priority one, there is less focus on
actions to reduce the probability of exceeding the cost budget (Weinberg and
Schulman 1974).

We applied the Kruskal-Wallis test on the median absolute relative esti-
mation deviation (MRE = |actual effort – estimated effort| / actual effort).
The median MRE was 11% on tasks with a priority on quality, 30% on tasks
with a priority on time-of-delivery, and 18% on tasks with a priority on cost.
The difference was significant (p=0.09). The difference was particularly large
between the tasks with a priority on time-of-delivery and the other priorities,
i.e., time-of-delivery seems to be an important indicator for high estimation
deviations. The estimation accuracy (MRE) of tasks with a priority on quality
was lower than those with a priority on cost. A closer examination of the de-
scribed unexpected problems and reasons for high or low estimation accuracy
suggests that the customers with a priority on cost were “more demanding”
than the others, i.e., they negotiated lower fixed-price estimates or required
more functionality than the developers had assumed when they estimated the
task. An analysis of the MRE0, shows that a priority on cost had an impact on
the level of under- and over-estimation. The median estimation deviation of
the tasks with a priority on cost was 3% over-estimation, with a priority on
quality the MRE0 was 11% under-estimation, and with a priority on time-of-
delivery the MRE0 was 25% under-estimation. Clearly, the priorities of the
task impact the estimation accuracy.

3.4 Estimation of Own Work vs Estimation Accuracy
H-4 hypothesizes that estimating own work leads to more accurate esti-

mates than estimating other developers work. The main argument for this hy-
pothesis is that the estimators estimating own work is more likely to use the
estimate as a goal and that it is more difficult to predict the productivity on
other people. This argument is supported by the software study reported in
(Lederer and Prasad 1998). However, results reported other domains than soft-
ware, e.g., in (Buehler, Griffin et al. 1994), suggest that estimating own work
typically lead to more over-optimism compared with the estimation of other
peoples work. A potential reasons for this over-optimism is the “I am above
average”-bias (Klein and Kunda 1994), i.e., that far more than 50% of people
believe they are above average skilled in work related tasks. The direction of
the difference, stated in our hypothesis H-4, is based on the belief that the
software study described in (Lederer and Prasad 1998) is the more relevant for
our purpose than the studies reporting results from different estimation do-
mains.

A Kruskal-Wallis test of the median MRE of the categories “Estimation
of other developers work”, “Less than 50% of the work conducted by one-
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self”, and “More than 50% of the work conducted by one-self” resulted in a
weakly significant (p=0.12) difference. The lowest estimation accuracy (me-
dian MRE of 31%) was, as hypothesized, achieved for those tasks where other
software developers’ work was estimated. The two other categories had me-
dian MRE of 16% (“Less than 50% of the work conducted by one-self”) and
20% (“More than 50% conducted by one-self”), i.e., no large estimation accu-
racy difference between these two categories. The hypothesis H-4 is supported.

4 CONCLUSION
This paper reports that:

• Large software development tasks were typically under-estimated, while
small tasks were just as frequently over-estimated.

• There was a complex relationship between contract type and estimation
accuracy. Fixed price tasks experienced more frequently that a customer
negotiation induced estimation pressure leading to less realism of the effort
estimates. On the other hand, fixed price estimates led in some situations to
more awareness of the importance of not exceeding the estimate, i.e., to
better estimation accuracy.

• Tasks with a priority on time-of-delivery had lower estimation accuracy
than those with a focus on quality or cost.

• Estimating own work led to more accurate estimates compared to estimat-
ing other peoples work.

There are several applications of these results. In order to understand the
reasons for high or low estimation accuracy, and not automatically attribute it
to good or poor estimation skills, it is important to know and apply informa-
tion about the factors reported in this paper. Another application of the re-
ported results is an increased awareness of the situations leading to high or low
estimation accuracy. This is, for example, important information when assess-
ing the uncertainty of an estimate or when deciding on actions to improve the
estimation accuracy.

NOTES:
i) http://www.standishgroup.com/sample_research/chaos1998.pdf. De-

scribes results from a survey of US companies.
ii) An estimator’s interpretation of “mean effort” may depend on the size

of tasks the estimator is used to estimate and on the “reference class” of task,
i.e., the tasks that the estimator believes are relevant to compare with when
estimating the new task.

iii) An earlier study in the same company (Moløkken 2002) found that
the average under-estimated effort was 15%, as opposed to our 8%. That projects
analyzed in that study, however, were on average larger than the tasks included
in our study. This supports the finding that the size of the projects is an impor-
tant factor when explaining differences in estimation accuracy.

iv) Amongst the tasks were the estimator did not know the contract type,
the median MRE0 was as low as -6%, i.e., the median task was over-esti-
mated.
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