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AbsTrACT
People usually communicate through multimodal dialogue. Multimodal interac-
tion is in fact flexible and natural because it uses all five senses in parallel. For 
this reason we need to consider multimodal language definition and processing 
adopting the techniques and approaches used in Natural Language Processing 
(NLP). We describe the characteristics of a multimodal language by NLP, con-
sidering that the speech mode appears to be the most complete (it is considered 
the predominant mode). Users communicate and interact through reference to a 
set of key concepts. These can be expressed with different modes and/or by more 
than one mode simultaneously. When defining a multimodal language, these key 
concepts must be extracted. They are then processed using a natural language 
approach: any concept expressed in any mode can be “translated” into natural 
language. This implies that speech acts as a “ground layer” that all the modes 
refer to. We propose a tool to define multimodal languages, which allows the user 
to define the language in his/her own way to express concepts of a particular 
domain in the different modes.
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1. InTrODuCTIOn
The purpose of this paper is to identify characteristics of multimodal languages 
in order to design a tool that enables the user to define them in some specific 
contexts. For instance, a possible case is the use of formal graphic models such 
as Unified Modelling Language (UML) and Entity-Relationship (E-R) diagrams 
during a project meeting. A second case is the use of tourist maps with which the 
user can interact to ask for information on restaurants, museums, theatre schedules, 
transport and so on through multimodal interaction on mobile devices.

A multimodal language is a language that allows people to communicate with a 
system synergistically through multiple modes (i.e. speech, sketch and writing).

In several contexts, such as those cited above, speech is the most complete 
(predominant) mode (users tend to explain everything orally, using other modes 
to support what they say). By predominant mode we mean the mode the system 
first refers to. It considers other modes only if it needs to solve any ambiguous 
or incomplete cases.

For this reason we need to consider the definition and processing of multimodal 
languages according to the techniques and approaches used in Natural Language 
Processing (NLP).

The study of a synergistic system cannot be separated from the study of the way a 
machine processes the natural language, i.e. Natural Language Processing (NLP). 
This presents many problems, the biggest of which is language ambiguity. Oviatt 
et al [1] explored whether a multimodal architecture can support mutual disam-
biguation (MD) of input signals. Mutual disambiguation enables recovery after 
unimodal recognition errors, leading to a more stable and robust performance, as 
it permits the strengths of each mode to overcome weaknesses in the others [2].

Oviatt [3] also highlighted the differences between unimodal and multimodal 
communication with respect to the structure of spoken language. Sharon Oviatt 

& Karen Kuhn showed that multimodal language differs from spoken language 
in its brevity, semantic content, syntactic complexity, word order, disfluency rate, 
degree of ambiguity, referring expressions, specification of determiners, anaphora, 
deixis and linguistic indirectness.

Qiaohui Zhang et al [4] handle ambiguity by using gaze information to integrate 
the user’s speech input. If multiple objects are chosen simultaneously due to an 
ambiguous description, the one closest to the gaze fixation will be the multimodal 
result.

The ambiguity issue is addressed in [5] by designing a multimodal agent for route 
construction  (MARCO).

This paper discusses both NL disambiguation and multimodal user interfaces. [6] 
presents studies on the combined use of different input modes. A component-based 
approach to specify and develop multimodal interfaces using a mode-independent 
fusion mechanism is described in [7].Michael Johnston [8] describes a multimodal 
language processing architecture in a unification-based grammar formalism.

Sections 2 and 3 summarise our approach to and problems related with fusion 
at the multimodal language level and the natural language processing approach 
in a multimodal environment. Sections 4 and 5 describe the system to define the 
multimodal language and in section 6 we draw some conclusions.

2. FusIOn AT ThE lAnguAgE lEVEl AnD DEFInITIOn 
OF ThE mulTImODAl lAnguAgE 
The synergic integration of the system’s various input channels can be achieved 
in several ways. One possibility is to consider the input channels separately and 
then merge them [12]. An alternative approach is to carry out the integration 
during the definition of the multimodal language. This requires the capture of its 
characteristics using natural language and an understanding of the intrinsic nature 
of natural language; i.e. rebuilding of the language structure and consideration 
of how the same concept can be expressed by different input types and how im-
plicit references (deictic expressions) can be solved. A deictic expression refers 
to the personal, temporal, or spatial aspect of an utterance; its meaning therefore 
depends on the context in which it is used. Examples of deictic expressions are 
“this”, “that”, “here” and “there”.

When defining a multimodal language some key concepts for a particular domain 
are extracted. These can be then expressed in different modes, but are processed 
with a natural language approach. Any concept expressed in any mode can be 
“translated” into natural language. This implies that natural language acts as a 
“ground layer” that all the modes refer to, making speech the predominant mode 
and the key to the fusion of different modes.

Our study therefore involves NLP to understand how to obtain information from 
a text analysis and exploit it alongside other information conveyed by other 
modes, thus demonstrating the approach to solve such problems in a multimodal 
environment.

Through this approach, the definition of the multimodal language can be divided 
in two phases: the first is parsing-driven, the second oriented to tangible repre-
sentations of linguistic experiences.
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In the first phase some key concepts (expressed according to the various modes) 
are identified. They are encapsulated in structures (templates), which constitute 
their “frame” and define the language giving semantic value to what the user says 
or draws. A template is a syntactic structure consisting of concepts (expressed 
in the various modes) and syntactic categories, which are assigned with a given 
semantic value.

Each user action can match one or more templates. However, the multimodal 
language is not produced from a rules set but from a sentence analysis set   it is 
deduced from the spoken language. This helps to locate and eliminate syntactic 
ambiguity, as admissible syntactic structures (at the parsing level) that do not 
belong to the admitted structures set are not considered.

3. nATurAl lAnguAgE prOCEssIng AnD mulTImO-
DAlITy
The first step we took was to discover how to pick up information produced by 
the user from the speech channel.

The study of NLP is important because we use natural language as the basis of 
our approach to fusion: the speech mode is predominant, while the others are 
used as a support when needed.

Most human communication is through speech, though in some cases the use of 
other modes makes it simpler to understand one another and convey concepts: 
this improves synthesis and precision, especially when relevant concepts need 
to be communicated.

NLP is thus the starting point for fusion. However, understanding a language 
involves - among other things - knowing what concepts a word or a sentence 
stands for and how they are related. The use of other modes therefore plays an 
important role in helping to solve problems that often arise in natural language 
comprehension.

In the following section the levels of NL understanding are discussed and some 
problems related to NLP are described from a multimodal point of view, i.e. with 
the help of other input channels. 

3.1 levels of natural language understanding
To process natural language a machine has to receive inputs from other modes 
and have a comprehension of natural language at different levels.

To determine what a user is saying, the system has to analyse an incoming audio 
signal and recover the exact sequence of words that the user used to produce that 
signal. This task requires knowledge of phonetics and phonology. The system also 
has to recognise word variations and contractions (morphology). Furthermore, a 
syntactic knowledge of the language is necessary to understand which word order 
makes sense. To this end, we used a statistical lexicalised parser that effectively 
solves the ambiguity problem. How this is done is explained below.

Understanding the nature of a request requires knowledge of the meaning of 
the words making up the sentence (lexical semantics) and the ways they can be 
combined to make a meaningful sentence (compositional semantics).

At this level, we used the information conveyed by the other modes: the key 
point is that the same concept can be expressed in a number of ways, which must 
be considered as semantically equivalent. This assigns a semantic value to the 
user’s actions. The semantic side is therefore handled at different levels: first, at 
the level of each single mode, then at the multimodal level, when the modes are 
considered synergistically.

The resulting multimodal language consists of these associations among differ-
ent ways of expressing the same concept. This allows the problem dealt with at 
the fusion level to be solved at a language level. For example, in Figure 1, the 
sentence:

“this is the home entity”

has the same meaning as saying:

“this is the home” while drawing a rectangle,

once the entity concept and the rectangle shape have been associated.

A higher level of natural language understanding is founded on pragmatics, i.e. the 
knowledge of how words are used in everyday life to make conversation easier. 
This level is dealt with through deictic expression handling.

Some problems which arise in NLP are described below. We will see how the 
synergistic use of other modes supporting speech can help solve them.

Ambiguity is one of the biggest problems for NLP. First, it increases the range 
of possible interpretations of NL, and a computer has to find a way to deal with 
this. There are various types of ambiguity. These include category ambiguity, in 
which there are a number of grammatical terminal symbols for the same word; 
for instance, the word “time” can be both a noun and a verb. This can sometimes 
be resolved by syntactic analysis. 

Another type of ambiguity is related to the meaning of a word, which may cor-
respond to only one terminal but a number of different concepts. In fact, many 
words have more than one meaning; we have to select the meaning that makes the 
most sense in the context. Temporal observations are essential for this purpose: 
if a word (speech mode) appears to be ambiguous, it is possible to examine the 
other modes to rebuild the user’s original intention.

A third type of ambiguity is structural, and consists of the existence of more than 
one parsing of the same sentence. For instance, the sentence “choose between A 
and B or C” has two possible interpretations:  

1. [A] and [B or C]
2. [A and B] or [C]

Referential ambiguity arises when a language does not specify to which word 
an adjective refers.  For instance, the sentence: “pretty little girls’ school” can 
have various interpretations: the school is small, the girls are small, the girls are 
pretty, the school is pretty.  

The use of more than one mode can help to resolve the syntactic and semantic 
ambiguity in the speech mode: considering speech as predominant, the other modes 
are called in to clarify the meaning of any ambiguous or incomplete sentences. 
Any ambiguity in the speech can be disambiguated by examining the information 
provided by the other modes to obtain the sense of the sentence.  

Some types of ambiguity arise at the very moment that other modes are introduced. 
These are described below:  

  

Ambiguity Caused by Deictic Expressions 
Even if deictic expressions (and references in general) can help directly identify 
what the user is referring to, they can also be a source of ambiguity. When a 
user pronounces a deictic expression, it is not always clear if s/he is referring to 
something said previously or something that s/he has drawn or is drawing. The 
problem gets even more complex in the common situation that the user draws a 
figure while explaining what s/he is drawing using deictic expressions that do not 
refer to the figure directly. For instance, if the user says: “And this is the solution 
to this problem” while drawing a symbol matching a concept, the system has to 
understand that only the first deictic expression refers to the drawn object, while 
the second refers only to the discourse, without involving any modes other than 
speech.  

The risk that deictic expressions will create ambiguity in a multimodal system 
is also related to another factor - their vagueness. In fact, people are not used to 
specify precisely what a deictic expression refers to, and so the system often has 

Figure 1. Example of the definition of an association in the E-R diagram sce-
nario
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insufficient information to understand what the user means. The use of temporal 
windows can be of help: if the user draws an object, the deictic expressions pro-
nounced in a certain temporal interval refer to such object.   

  

Structural Ambiguity  
This arises when different multimodal inputs overlap, causing an incorrect inter-
pretation of the user’s action.  

Let us consider the following example: a user pronounces the sentence “This is 
the home”. Suppose that at this point, the system expects either the concept of 
entity or that of relation (expressed in any mode). The user may draw the object 
corresponding to the concept of entity (a rectangle) and at the same time carry 
on expressing the concept of relation in another mode:  

  

This is the home,        the relation now has to be found.

  
If the sketch of the rectangle temporally overlaps the pronunciation of the word 
“relation”, it is not clear if “house” is a relation or an entity.  

  

4. ThE sysTEm ArChITECTurE
Starting from NLP approaches according to a set of concepts in an application 
domain, we have designed and implemented a software tool, which provides users 
with the functions to define a multimodal language.

The system consists of two environments: in the first, the user can define the 
language in his/her own way to express concepts in the different modes (in our 
case speech and sketch); in the second, s/he can use the language to interact with 
the multimodal interface.

The definition environment is immersed in the fusion system, so that the user can 
switch from one environment to the other at any time.

The configuration environment has the aim of defining a set of structures - the 
templates - that enable the multimodal interaction to be processed.

Templates are defined through the following steps:

1. concept definition
 The user locates some concepts s/he thinks are relevant for his/her aim. For 

example in a E-R diagram definition, the user may locate the concept of 
entity.

2. correlation of concepts with “signs”
 Once the concepts have been defined, the user provides a sign to represent 

Figure 2. The system architecture
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these concepts in the speech and sketch modes. For example, the user may 
connect the concept of entity with the string “entity” (speech mode) and the 
rectangle (sketch mode).

3. correlation between signs
 The user is required to define a set of use cases (strategy “by example”) for 

the relevant concepts in natural language. For example, the concept of entity 
is used to create a new entity, the user provides the example “this is the home 
entity”.

4. template learning
 The system generalises the use cases provided in the previous step and builds 

the template set. It therefore:
• assigns any deictic expression to the “deictic” category ,
• replaces the concept with the related signs,
• replaces any other word with its syntactic category.

In the example, the template obtained will be:

Deictic + VBZ + DT + NN + (“entity” or rectangle)

The template can thus be defined as the syntactic structure of an NL expression 
of a use case of the relevant concepts. It can then be used to interact with the 
multimodal system, in which the user can draw and speak at the same time.

A vocal recognition tool writes what the user says on a text editor, while a sketch 
recognition tool works on the user’s drawing. The system makes the fusion between 
the two signals, recognising any matches between what the user said/drew and the 

template set. The two input streams are compared on temporally and according 
to the templates to see if they are complementary or redundant. For example, the 
multimodal dialogue may contain the following speech:

…..that, well, is now a new entity, the employer (rectangle)

The system architecture is summarised in figure 2: the configuration environ-
ment consists of an interface, which communicates with a graphical symbols 
set and with:

• the module to connect concepts with “signs”,
• the module to provide use cases of the concept in NL,
• the module to test the template recognition algorithm.

These modules communicate with:

• the sketch module, which communicates with a graphic symbols library,
• the parsing module [13] which communicates with the module to define the 

use cases which define the template set,
• the module to define the templates, which communicates with the module 

to define the connections and the one to define the use cases. This module 
creates a set of generalisations of the use cases, i.e. a set of templates.

To define the template set, the use cases are provided as input to a natural language 
parser (in fact use cases are expressed in natural language).

Figure 3. The system
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The multimodal environment consists of the speech and sketch recognition modules. 
The sketch recognition module uses a set of graphic symbols, while the speech 
recognition module uses the parsing module to analyse the user’s speech.

The first step in establishing the relationships between the multimodal user dialogue 
and the template set is the parsing of the user’s speech (the parsing step in this 
environment is similar to the one seen in the configuration environment, except 
that the system parses the user’s speech instead of a set of use cases).

The parser analysis constitutes the input of the template recognition module, which 
uses the set of templates defined in the configuration environment.

5. ThE sysTEm
The system was developed in Microsoft Windows XP environment, using Java 2 
Platform Standard Ed. 5.0 as the programming language.

Figure 3 show the system’s focal characteristics. As mentioned above, the lan-
guage is defined by a set of templates containing a way in which a concept can 
be expressed. 

Some key concepts can be expressed in both speech and sketch modes: the user 
can associate a word with a symbol (sketch mode) and  a word expressed in the 
speech mode. This is demonstrated in Figure 3a: in this case, the user wants to 
relate the word “relation” and the symbol “distance” to the concept of relation.

 Once the user has defined this relation s/he can define new templates as shown in 
Figure 3b: templates are defined “by example”. That is, the user provides the system 
with the type of expression having a particular meaning through an example; the 
system picks the key concepts (in this example, the concept of relation) and lets 
the user express the rest by any words belonging to the same syntactic categories 
of the words in the example given. For instance, if s/he says, “we can define a 
weak relation” the template will be recognised.

Once the language has been defined, the user can browse the template set that 
makes up the language, as shown in Figure 3c.

Once the template set has been defined, the user can start multimodal communication 
with the system, thus speaking while drawing. After examining the text related to 
the user’s speech and sketch, the system displays the matches it has found. Deictic 
expressions are solved by showing the object they point to.

6. COnClusIOns
This paper demonstrates the importance of natural language processing in the 
definition of multimodal languages. It addresses ambiguities by providing a tool 
for language definition. It shows that multimodal language is built from a template 

set that encapsulates a syntactic and conceptual structure, where concepts are 
expressed in the various modes and correspond to a precise semantic value.  

The language is defined using a rule-oriented focus in constructing the templates, 
but is data-oriented in the definition of the overall language. This approach helps 
to reduce the problem of language ambiguity.  
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