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INTRODUCTION

Virtual training provides the opportunity to obtain 
realistic experiences in a safe environment, and 
is effectively employed for training complex, dy-
namic tasks like social interaction, negotiation or 
crisis management. To learn such tasks, trainees 
interact with virtual characters playing all kinds 
of roles, like classmate, negotiation partner, col-

league, and team member. In virtual training, these 
roles can be played by humans, but also by intel-
ligent agents. Trainees learn most from realistic 
human behavior as they are being prepared for 
interaction in the real world. Humans naturally 
display such behavior. However, people who can 
play the specialist roles are hard to find and not 
always available. Therefore, some trainees cur-
rently do not get enough training opportunities. 
When using intelligent agents instead of humans, 
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less instructors are needed to train one trainee, 
and trainees will get more training opportunities.

Many researchers in artificial intelligence 
have tried to develop agents that seem to think, 
feel and live. If agents are to interact with other 
agents or humans, as in virtual training, they have 
to be able to display social behavior. Castelfranchi 
defined social behavior as taking others into ac-
count, and considering them as intentional beings 
(Castelfranchi, 1998). In other words, a social 
agent must be able to adopt the intentional stance 
towards others, i.e. to interpret others’ behavior 
in terms of underlying mental concepts such as 
beliefs, goals and intentions (Dennett, 1987). The 
ability to attribute mental states to others and to 
understand that those can be different from one’s 
own is called theory of mind (Whiten, 1991). To 
develop intelligent agents that display realistic 
social behavior, we will describe an executable 
model for agents with a theory of mind in this 
chapter.

Normally, neither humans nor agents have 
direct access to the mental states of others, so a 
theory of mind involves the interpretation of the 
observable behavior of others. Consequently, 
mental states attributed to another agent may be 
incorrect. Attributing incorrect knowledge and in-
tentions to others is a well described phenomenon 
in cognitive sciences. Nickerson gives an extensive 
overview of research demonstrating the human 
tendency to overly impute one’s own knowledge 
to others (Nickerson, 2003), and Keysar et al’s 
research suggests human limits on the deployment 
of theory of mind in practical situations (Keysar 
et al, 2003). Agents with a theory of mind can 
improve trainees’ performances by making them 
aware of their own and others’ (limitations in) 
theory of mind use.

Extending intelligent agents with a theory 
of mind can contribute to virtual training in two 
ways: by their behavior and by explanations about 
their behavior. First, agents that act on the basis 
of a theory of mind give trainees the opportunity 
to experience how their behavior is interpreted 

by others. For instance, a trainee could respond 
slowly to an alarm call because a serious incident 
was reported and the trainee takes time to select 
a good strategy. However, the trainee’s behavior 
might be interpreted by others as if there is no 
hurry, and in reaction, they will prepare themselves 
too slowly for handling the incident. Second, a 
trainee can learn more about how other agents 
interpreted his behavior by explanations that 
reveal the agents’ attributed mental states. In our 
example, the agents could explain their behavior 
(preparing slowly) by their belief that the trainee 
believed that the incident was not serious. And 
when the agents explain their actions in terms 
of their mental states, the trainee can also check 
whether the beliefs and goals he attributed to the 
agents equal their actual ones. Explanations about 
the behavior of virtual characters yield better un-
derstanding of experienced training sessions, and 
make the trainee more alert to possible mistakes 
in the future.

Virtual training can be made more challenging 
by limiting an agent’s theory of mind on purpose. 
With a limited theory of mind, the agent will at-
tribute incorrect beliefs and goals to others and 
thereupon based the agent may select less appropri-
ate actions. The trainee is challenged to detect the 
agent’s incorrect attributions as early as possible 
by observing its behavior, and overcome possible 
problems. In that way, the trainee learns to cope 
with people that make false assumptions about 
others’ beliefs and goals. On the other hand, agents 
can also employ their theory of mind to support 
the trainee. For instance, if they believe, based on 
their interpretation of the trainee’s behavior, that 
the trainee misses certain information or is not 
aware that he has to perform a certain task, they 
can decide to help the trainee by warning him or 
taking over his tasks.

To summarize, in this chapter we will present 
an executable model for agents that are able to 
display believable social behavior and provide 
explanations about their behavior. We do that by 
extending existing agent models with a theory of 
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