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AbstrAct

Multi-Layer Perceptrons (MLP) are the most common type of neural network in use, and their ability to 
perform complex nonlinear mappings and tolerance to noise in data is well documented. However, MLPs 
also suffer long training times and often reach only local optima.  Another type of network is Higher 
Order Neural Networks (HONN). These can be considered a ‘stripped-down’ version of MLPs, where 
joint activation terms are used, relieving the network of the task of learning the relationships between 
the inputs. The predictive performance of the network is tested with the EUR/USD exchange rate and 
evaluated using standard financial criteria including the annualized return on investment, showing a 8% 
increase in the return compared with the MLP. The output of the networks that give the highest annual-
ized return in each category was subjected to a Bayesian based confidence measure. This performance 
improvement may be explained by the explicit and parsimonious representation of high order terms in 
Higher Order Neural Networks, which combines robustness against noise typical of distributed models, 
together with the ability to accurately model higher order interactions for long-term forecasting. The 
effectiveness of the confidence measure is explained by examining the distribution of each network’s 
output. We speculate that the distribution can be taken into account during training, thus enabling us to 
produce neural networks with the properties to take advantage of the confidence measure.
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Higher Order Neural Networks with Bayesian Confidence Measure

INtrODUctION

Most research on time series prediction has 
traditionally concentrated on linear methods, 
which are mathematically convenient and com-
putationally inexpensive. Unfortunately, most 
systems that are of interest are nonlinear. An 
important class of nonlinear systems appear in 
financial forecasting, which typically include the 
prediction of exchange rates and share prices. 
These have generally received a large amount 
of attention, due to the financial incentive from 
even small accuracy improvements in predicting 
market changes. So with the growth of cheap 
computing power, there has been in recent years 
an increased interest in nonlinear models, and 
particularly neural networks as noted, amongst 
others, by Dunis and Williams (2002).

Multi-Layer Perceptrons (MLPs) are the most 
common type of network in use, and their abil-
ity to perform complex nonlinear mappings and 
tolerance to noise in data is well documented, eg. 
Haykin (1999). However, MLPs also suffer long 
training times and often reach only local optima. 
In addition, larger MLPs are prone to overfitting, 
where excess capacity is used to learn irrelevant 
details of the training data set, decreasing the 
network’s performance upon testing and valida-
tion. Another type of networks is Higher Order 
Neural Networks (henceforth HONN). These can 
be considered a ‘stripped-down’ version of MLPs, 
where higher order terms are used, relieving the 
network of the task of learning the relationships 
between the inputs. Thus, HONNs are simpler than 
MLPs to train and implement, while still having 
access to joint activations between inputs that are 
learned by the hidden layer in MLPs.

The motivation for this chapter is to determine 
if HONNs can give a greater return on investment 
than MLPs, using as a basis previous research from 
Dunis and Williams (2002) and Lindemann et al. 
(2005) which benchmarked the financial results 
of MLPs and Gaussian mixture networks with 
traditional forecasting techniques.

The rest of this chapter is organised as follows: 
section 2 introduces the HONN architecture, the 
Bayesian confidence measure and how it interacts 
with the trading strategy. Section 3 discusses the 
simulation conditions and presents the results of 
the HONN models. Finally, section 4 analyses the 
results and discusses the implications.  

MEtHODs AND MODELs

Higher Order Neural Network
Architecture

HONNs were first introduced by Giles and Max-
well (1987) and further analyzed by Pao (1989) 
who referred to them as ‘tensor networks’ and 
regarded them as a special case of his functional-
link models. HONNs have already enjoyed some 
success in the field of pattern recognition, as with 
Giles and Maxwell (1987) and Schmidt and Davis 
(1993) and associative recall as with Karayiannis 
(1995), but their application to financial time series 
prediction has just started with contributions such 
as Dunis et al. (2006-a,b,c). The typical structure 
of a HONN is given in Figure 1b.

HONNs use joint activations between inputs, 
thus removing the task of establishing relation-
ships between them during training. For this 
reason, a hidden layer is commonly not used. The 
reduced number of free weights compared with 
MLPs means that the problems of overfitting and 
local optima can be migrated to a large degree. 
In addition, as noted by Pao (1989), a HONN is 
faster to train and execute when compared to 
a MLP. It is, however, necessary for practical 
reasons to limit both the order of the network 
and the number of inputs, to avoid the curse of 
dimensionality.

Confidence Measure and Trading 
strategy

The models used in their research by Dunis 
and Williams (2002) were attached to a simple 



 

 

10 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage: www.igi-

global.com/chapter/higher-order-neural-networks-bayesian/5276

Related Content

Transforming Biomedical Applications Through Smart Sensing and Artificial Intelligence
Harini Akshaya T. J., Suresh V.and Carmel Sobia M. (2020). Deep Neural Networks for Multimodal Imaging

and Biomedical Applications (pp. 186-204).

www.irma-international.org/chapter/transforming-biomedical-applications-through-smart-sensing-and-artificial-

intelligence/259494

Some Properties on the Capability of Associative Memory for Higher Order Neural Networks
Hiromi Miyajima, Shuji Yatsuki, Noritaka Shigeiand Hirofumi Miyajima (2016). Applied Artificial Higher Order

Neural Networks for Control and Recognition (pp. 391-419).

www.irma-international.org/chapter/some-properties-on-the-capability-of-associative-memory-for-higher-order-neural-

networks/152113

A Hybrid Higher Order Neural Structure for Pattern Recognition
Mehdi Fallahnezhadand Salman Zaferanlouei (2013). Artificial Higher Order Neural Networks for Modeling and

Simulation (pp. 364-387).

www.irma-international.org/chapter/hybrid-higher-order-neural-structure/71808

Fuzzy Graphs and Fuzzy Hypergraphs
Michael G. Voskoglouand Tarasankar Pramanik (2020). Handbook of Research on Advanced Applications of

Graph Theory in Modern Society (pp. 437-468).

www.irma-international.org/chapter/fuzzy-graphs-and-fuzzy-hypergraphs/235548

Optimization of Evolutionary Algorithm Using Machine Learning Techniques for Pattern Mining in

Transactional Database
 Logeswaran K.,  Suresh P.,  Savitha S.and  Prasanna Kumar K. R. (2020). Handbook of Research on

Applications and Implementations of Machine Learning Techniques (pp. 173-200).

www.irma-international.org/chapter/optimization-of-evolutionary-algorithm-using-machine-learning-techniques-for-pattern-

mining-in-transactional-database/234124

http://www.igi-global.com/chapter/higher-order-neural-networks-bayesian/5276
http://www.igi-global.com/chapter/higher-order-neural-networks-bayesian/5276
http://www.irma-international.org/chapter/transforming-biomedical-applications-through-smart-sensing-and-artificial-intelligence/259494
http://www.irma-international.org/chapter/transforming-biomedical-applications-through-smart-sensing-and-artificial-intelligence/259494
http://www.irma-international.org/chapter/some-properties-on-the-capability-of-associative-memory-for-higher-order-neural-networks/152113
http://www.irma-international.org/chapter/some-properties-on-the-capability-of-associative-memory-for-higher-order-neural-networks/152113
http://www.irma-international.org/chapter/hybrid-higher-order-neural-structure/71808
http://www.irma-international.org/chapter/fuzzy-graphs-and-fuzzy-hypergraphs/235548
http://www.irma-international.org/chapter/optimization-of-evolutionary-algorithm-using-machine-learning-techniques-for-pattern-mining-in-transactional-database/234124
http://www.irma-international.org/chapter/optimization-of-evolutionary-algorithm-using-machine-learning-techniques-for-pattern-mining-in-transactional-database/234124

