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AbstrAct

This chapter describes the progress in using optical technology to construct high-speed artificial higher 
order neural network systems. The chapter reviews how optical technology can speed up searches within 
large databases in order to identify relationships and dependencies between individual data records, 
such as financial or business time-series, as well as trends and relationships within them. Two distinct 
approaches in which optics may be used are reviewed. In the first approach, the chapter reviews current 
research replacing copper connections in a conventional data storage system, such as a several terabyte 
RAID array of magnetic hard discs, by optical waveguides to achieve very high data rates with low 
crosstalk interference. In the second approach, the chapter reviews how high speed optical correlators 
with feedback can be used to realize artificial higher order neural networks using Fourier Transform 
free space optics and holographic database storage. 

INtrODUctION

The problem of searching very large financial or 
business databases consisting of many variables 
and the way they have previously changed over 

time in order to discover relationships between 
them is difficult and time consuming. One example 
of this type of problem would be to analyze, the 
movements of specific equity share values based 
on how they depend on other variables and, 
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hence, to predict their future behavior. Trends 
and patterns need to be found within the time-
series of the variable. In addition, the relation-
ships and dependencies between the changes in 
the time-series of the chosen variable and other 
time-series need to be found bearing in mind 
that there may be time lags between them. For 
example, the value of a specific equity share may 
depend on the time history of other shares, the oil 
price, the exchange rates, the bank base interest 
rates, economic variables such as the UK retail 
prices index (RPI), UK consumer prices index 
(CPI), the mortgage rates. It may also depend on 
the weather behavior, the occurrence of natural 
and manmade disasters and tax and import duty 
changes. When the time history of all of these 
variables and many more for all countries is stored 
it results in a very large database which is slow 
to search and analyze.

Several terabyte RAID arrays of magnetic 
hard discs mounted in racks are in demand for 
storage and backup of crucial financial, business 
and medical data and to archive all internet web 
pages and internet traffic. Very impressive simu-
lations of 8 million neurons with 6,300 synapses 
in the 1 TB main memory on an IBM Blue Gene 
L supercomputer having 4,096 processors each 
having 256 MB have recently been reported 
(Frye, 2007). However, the demand is for similar 
fast performance at somewhat lower cost and in 
a more compact system for office use. The speed 
at which very large databases can be searched is 
also becoming limited by the speed at which the 
copper interconnections on the printed circuit 
boards inside the racks can operate. As speeds 
approach 10 Gb/s (10,000,000,000 bits per second) 
the copper tracks act as aerials and broadcast 
microwaves to each other causing so much cross-
talk interference that the systems cannot operate. 
The radiated signal also causes power loss so the 
signal cannot travel very far (Grözing, 2006). In 
addition, the square shaped pulses transmitted 
degrade due to dispersion and limited bandwidth 
of the copper tracks so that the emerging pulse is 

spread in time interfering with adjacent bits caus-
ing intersymbol interference (ISI). The solution 
here is to use optical technology as optical beams 
can travel next to one another without significant 
crosstalk interference and suffer much less loss 
and signal degradation. This solution is discussed 
in the first part of the chapter in which the copper 
tracks are replaced by optical waveguides, rather 
like optical fibers, but more amenable to mass 
manufacturing as part of the printed circuit board 
fabrication process.

Artificial Higher Order Neural Networks are 
particularly good at discovering trends, patterns, 
and relationships between values of a variable at 
one time and values of the same variable at another 
time. This is because they multiply elements of 
the input data, time-series, vector together to 
identify correlations and dependencies between 
the different elements. This may be carried out 
directly before entering the data into a neural 
network or may be performed by appropriate 
hidden layer neurons in the network. In either 
case, the main problem of Artificial Higher Order 
Neural Networks is that the number of possible 
element combinations increases much faster than 
the number of elements in the input vector. The 
calculation speed and storage capacity of comput-
ers limits the number of combinations and, hence, 
the number of elements in the input vectors that 
can be considered and so many of the possible 
inter-relationships cannot be found nor used. In 
another chapter by the same author in this book, 
it is shown how the number of combinations can 
be dramatically reduced by summing selections 
of them by forming a new input vector of the in-
ner and outer product correlations and this even 
gives better performance than using the higher 
order multiples of the variables themselves. The 
act of calculating the inner and outer product 
correlations also discovers the relationships and 
dependencies between the time-series data set for 
one variable and that for another including the 
effect of time lags. Such inner and outer product 
correlations of time-series datasets take several 



 

 

22 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage: www.igi-

global.com/chapter/high-speed-optical-higher-order/5294

Related Content

A Neural Network Approach to Cost Minimizatin in a Production Scheduling Setting
Kun-Chang Leeand Tae-Young Paik (2006). Artificial Neural Networks in Real-Life Applications (pp. 297-313).

www.irma-international.org/chapter/neural-network-approach-cost-minimizatin/5374

Applying Neural Networks for Modeling of Financial Assets
Dmitry Averchenkoand Artem Aldyrev (2022). Research Anthology on Artificial Neural Network Applications

(pp. 1381-1413).

www.irma-international.org/chapter/applying-neural-networks-for-modeling-of-financial-assets/289018

Symbolic Function Network: Theory and Implementation
George S. Eskanderand Amir Atiya (2013). Artificial Higher Order Neural Networks for Modeling and

Simulation (pp. 293-324).

www.irma-international.org/chapter/symbolic-function-network/71805

Automatically Identifying Predictor Variables for Stock Return Prediction
Da Shi, Shaohua Tanand Shuzhi Sam Ge (2009). Artificial Higher Order Neural Networks for Economics and

Business (pp. 60-78).

www.irma-international.org/chapter/automatically-identifying-predictor-variables-stock/5277

An Assessment of Imbalanced Control Chart Pattern Recognition by Artificial Neural Networks
Ramazan Ünlü (2022). Research Anthology on Artificial Neural Network Applications (pp. 683-702).

www.irma-international.org/chapter/an-assessment-of-imbalanced-control-chart-pattern-recognition-by-artificial-neural-

networks/288982

http://www.igi-global.com/chapter/high-speed-optical-higher-order/5294
http://www.igi-global.com/chapter/high-speed-optical-higher-order/5294
http://www.irma-international.org/chapter/neural-network-approach-cost-minimizatin/5374
http://www.irma-international.org/chapter/applying-neural-networks-for-modeling-of-financial-assets/289018
http://www.irma-international.org/chapter/symbolic-function-network/71805
http://www.irma-international.org/chapter/automatically-identifying-predictor-variables-stock/5277
http://www.irma-international.org/chapter/an-assessment-of-imbalanced-control-chart-pattern-recognition-by-artificial-neural-networks/288982
http://www.irma-international.org/chapter/an-assessment-of-imbalanced-control-chart-pattern-recognition-by-artificial-neural-networks/288982

