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Abstract

Researchers have known for some time that nonlinearity exists in the financial markets
and that neural networks can be used to forecast market returns. Unfortunately, many
of these studies fail to consider alternative forecasting techniques, or the relevance of
the input variables. The following research utilizes an information-gain technique
from machine learning to evaluate the predictive relationships of numerous financial
and economic input variables. Neural network models for level estimation and
classification are then examined for their ability to provide an effective forecast of
future values. A cross-validation technique is also employed to improve the
generalization ability of the models. The results show that the classification models
generate higher accuracy in forecasting ability than the buy-and-hold strategy, as well
as those guided by the level-estimation-based forecasts of the neural network and
benchmark linear regression models.
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Introduction

Important changes have taken place over the last two decades within the financial
markets, including the use of powerful communication and trading platforms that have
increased the number of investors entering the markets (Elton & Gruber, 1991). Tradi-
tional capital market theory has also changed, and methods of financial analysis have
improved (Poddig & Rehkugler, 1996). Stock-return forecasting has attracted the atten-
tion of researchers for many years and typically involves an assumption that fundamental
information publicly available in the past has some predictive relationships to future
stock returns or indices. The samples of such information include economic variables,
exchange rates, industry- and sector-specific information, and individual corporate
financial statements. This perspective is opposed to the general tenets of the efficient
market hypothesis (Fama, 1970) which states that all available information affecting the
current stock value is constituted by the market before the general public can make trades
based on it (Jensen, 1978). Therefore, it is impossible to forecast future returns since they
already reflect all information currently known about the stocks. This is still an empirical
issue since there is contradictory evidence that markets are not fully efficient, and that
it is possible to predict the future returns with results that are better than random (Lo &
MacKinlay, 1988).

With this in mind, Balvers, Cosimano, and McDonald (1990), Breen, Glosten, and
Jagannathan (1990), Campbell (1987), Fama and French (1988, 1989), Fama and Schwert
(1977), Ferson (1989), Keim and Stambaugh (1986), and Schwert (1990), among others,
provide evidence that stock market returns are predictable by means of publicly available
information such as time-series data on financial and economic variables. These studies
identify that variables such as interest rates, monetary-growth rates, changes in indus-
trial production, and inflation rates are statistically important for predicting a portion of
the stock returns. However, most of the studies just mentioned that attempt to capture
the relationship between the available information and the stock returns rely on simple
linear regression assumptions, even though there is no evidence that the relationship
between the stock returns and the financial and economic variables is linear. Since there
exists significant residual variance of the actual stock return from the prediction of the
regression equation, it is possible that nonlinear models could be used to explain this
residual variance and produce more reliable predictions of the stock price movements
(Mills, 1990; Priestley, 1988).

Since many of the current modeling techniques are based on linear assumptions, a
method of financial analysis that considers the nonlinear analysis of integrated financial
markets needs to be considered. Although it is possible to perform a nonlinear regres-
sion, most of these techniques require that the nonlinear model must be specified before
the estimation of parameters can be determined. Neural networks are a nonlinear modeling
technique that may overcome these problems (Hill, O’Conner, & Remus, 1996). Neural
networks offer a novel technique that does not require a prespecification during the
modeling process since they independently learn the relationship inherent in the
variables. This is especially useful in security investment and other financial areas where
much is assumed and little is known about the nature of the processes determining asset
prices (Burrell & Folarin, 1997). Neural networks also offer the flexibility of numerous



 

 

19 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/neural-network-based-stock-market/5348

Related Content

Recent Developments on the Basics of Fuzzy Graph Theory
Ganesh Ghoraiand Kavikumar Jacob (2020). Handbook of Research on Advanced

Applications of Graph Theory in Modern Society (pp. 419-436).

www.irma-international.org/chapter/recent-developments-on-the-basics-of-fuzzy-graph-

theory/235547

Emotion Recognition From Speech Using Perceptual Filter and Neural

Network
Revathi A.and Sasikaladevi N. (2022). Research Anthology on Artificial Neural

Network Applications (pp. 1146-1156).

www.irma-international.org/chapter/emotion-recognition-from-speech-using-perceptual-filter-

and-neural-network/289004

A Novel Prediction Perspective to the Bending Over Sheave Fatigue Lifetime

of Steel Wire Ropes by Means of Artificial Neural Networks
Tuba Özge Onurand Yusuf Aytaç Onur (2020). Artificial Intelligence and Machine

Learning Applications in Civil, Mechanical, and Industrial Engineering (pp. 39-58).

www.irma-international.org/chapter/a-novel-prediction-perspective-to-the-bending-over-sheave-

fatigue-lifetime-of-steel-wire-ropes-by-means-of-artificial-neural-networks/238138

Analysis of Quantization Effects on Higher Order Function and Multilayer

Feedforward Neural Networks
Minghu Jiang, Georges Gielenand Lin Wang (2010). Artificial Higher Order Neural

Networks for Computer Science and Engineering: Trends for Emerging Applications

(pp. 187-222).

www.irma-international.org/chapter/analysis-quantization-effects-higher-order/41667

Higher Order Neural Network Architectures for Agent-Based Computational

Economics and Finance
John Seifferttand Donald C. Wunsch II (2009). Artificial Higher Order Neural

Networks for Economics and Business (pp. 79-93).

www.irma-international.org/chapter/higher-order-neural-network-architectures/5278

http://www.igi-global.com/chapter/neural-network-based-stock-market/5348
http://www.igi-global.com/chapter/neural-network-based-stock-market/5348
http://www.irma-international.org/chapter/recent-developments-on-the-basics-of-fuzzy-graph-theory/235547
http://www.irma-international.org/chapter/recent-developments-on-the-basics-of-fuzzy-graph-theory/235547
http://www.irma-international.org/chapter/emotion-recognition-from-speech-using-perceptual-filter-and-neural-network/289004
http://www.irma-international.org/chapter/emotion-recognition-from-speech-using-perceptual-filter-and-neural-network/289004
http://www.irma-international.org/chapter/a-novel-prediction-perspective-to-the-bending-over-sheave-fatigue-lifetime-of-steel-wire-ropes-by-means-of-artificial-neural-networks/238138
http://www.irma-international.org/chapter/a-novel-prediction-perspective-to-the-bending-over-sheave-fatigue-lifetime-of-steel-wire-ropes-by-means-of-artificial-neural-networks/238138
http://www.irma-international.org/chapter/analysis-quantization-effects-higher-order/41667
http://www.irma-international.org/chapter/higher-order-neural-network-architectures/5278

