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Abstract

This chapter presents the application of a neural network to the industrial process
modeling of high-pressure die casting (HPDC). The large number of inter- and
intradependent process parameters makes it difficult to obtain an accurate physical
model of the HPDC process that is paramount to understanding the effects of process
parameters on casting defects such as porosity. The first stage of the work was to obtain
an accurate model of the die-casting process using a feed-forward multilayer perceptron
(MLP) from the process condition monitoring data. The second stage of the work was
to find out the effect of different process parameters on the level of porosity in castings
by performing sensitivity analysis. The results obtained are in agreement with the
current knowledge of the effects of different process parameters on porosity defects,
demonstrating the ability of the MLP to model the die-casting process accurately.
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Introduction

HPDC is a process used to produce various structural elements for the automotive
industry, such as transmission cases, engine sump, rocker covers, and so on. The
process begins with pouring melted aluminum in the shot sleeve cylinder through a ladle.
After the die is closed, the metal is pushed inside the die cavity by moving a plunger. The
plunger starts initially with a low velocity, then the velocity increases during the piston’s
motion, and the velocity is decreased at the end when nearly all the liquid metal is injected
into the die. The metal is injected through gate and runner system at a high velocity and
pressure. The die is then opened and a robotic arm extracts the solidified part. The die
is lubricated to facilitate the extraction of casting and to avoid soldering of the metal with
the die surface. The extracted casting with a biscuit is then cooled down with water and
is placed on a conveyer belt for further treatment or otherwise stored on a rack for quality-
control tests.

The HPDC process is a complex process, consisting of over 150 inter- and intradependent
process parameters. For example, there is a dependency between the gate velocity, the
fill time, and the die temperature (Davis, 1978). If the fill time and the gate velocity are
optimized, the die temperature becomes less critical. The interaction between the fill time
and the metal pressure is also well-known (Walkington, 1990). The complexity of the
process results in many problems like blistering and porosity. While the complexity of
HPDC makes it difficult to obtain an accurate physical model of the process, having an
accurate model of the die-casting process is paramount in order to understand the effects
of process parameters on casting defects such as porosity.

Porosity is a defect in which the HPDC machine produces castings with pores in them
as a result of either gas entrapment or vacuum due to poor metal flow at the location of
pore occurrence. Porosity is by far the most highly occurring defect in automotive engine
castings, resulting in the largest percentage of scrap of engine-component castings
(Andresen & Guthrie, 1989). At the same time, porosity is one of the most difficult defects
to eliminate in die casting. It is in the best interest of the industry (e.g., car manufacturers)
and the consumer of die castings that porosity is eliminated completely from the castings,
but this is not always possible to do with the current level of process understanding. The
industry generally has to settle to move porosity to different noncritical locations in a
casting rather than to remove it completely. In addition, attempts to eliminate porosity
defects can affect other process settings and result in other casting defects.

Understanding of how HPDC process parameters influence casting defects such as
porosity can eventually lead to determining the optimal process parameters to reduce the
chance of defects occurring in the castings. The variety and often conflicting nature of
the states of process parameters makes it hard in practice to achieve a globally optimized
process with no defects in castings. Thus, the industry is generally opting for defect
reduction on the basis of intended use of the casting; for example, a casting that has to
be attached to other parts using bolts should not have weakness close to the bolt hole.
It is crucial that there is either low or no porosity in the area close to the hole, while defects
that lie in other parts of the same casting that does not affect structural integrity of the
casting can be tolerated.



 

 

15 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/high-pressure-die-casting-process/5356

Related Content

Analysis of Machine Learning Algorithms for Breast Cancer Detection
 Aswathy M. A.and Jagannath Mohan (2020). Handbook of Research on Applications

and Implementations of Machine Learning Techniques (pp. 1-20).

www.irma-international.org/chapter/analysis-of-machine-learning-algorithms-for-breast-cancer-

detection/234115

Time Series Forecasting via a Higher Order Neural Network trained with the

Extended Kalman Filter for Smart Grid Applications
Luis J. Ricalde, Glendy A. Catzin, Alma Y. Alanisand Edgar N. Sanchez (2013).

Artificial Higher Order Neural Networks for Modeling and Simulation (pp. 254-274).

www.irma-international.org/chapter/time-series-forecasting-via-higher/71803

Vocal Acoustic Analysis: ANN Versos SVM in Classification of Dysphonic

Voices and Vocal Cords Paralysis
João Paulo Teixeira, Nuno Alvesand Paula Odete Fernandes (2022). Research

Anthology on Artificial Neural Network Applications (pp. 612-628).

www.irma-international.org/chapter/vocal-acoustic-analysis/288977

Symbolic Function Network: Theory and Implementation
George S. Eskanderand Amir Atiya (2013). Artificial Higher Order Neural Networks

for Modeling and Simulation (pp. 293-324).

www.irma-international.org/chapter/symbolic-function-network/71805

Disease Identification in Plant Leaf Using Deep Convolutional Neural

Networks
 Venu K., Natesan Palanisamy,  Krishnakumar B.and  Sasipriyaa N. (2020).

Handbook of Research on Applications and Implementations of Machine Learning

Techniques (pp. 46-62).

www.irma-international.org/chapter/disease-identification-in-plant-leaf-using-deep-convolutional-

neural-networks/234117

http://www.igi-global.com/chapter/high-pressure-die-casting-process/5356
http://www.igi-global.com/chapter/high-pressure-die-casting-process/5356
http://www.irma-international.org/chapter/analysis-of-machine-learning-algorithms-for-breast-cancer-detection/234115
http://www.irma-international.org/chapter/analysis-of-machine-learning-algorithms-for-breast-cancer-detection/234115
http://www.irma-international.org/chapter/time-series-forecasting-via-higher/71803
http://www.irma-international.org/chapter/vocal-acoustic-analysis/288977
http://www.irma-international.org/chapter/symbolic-function-network/71805
http://www.irma-international.org/chapter/disease-identification-in-plant-leaf-using-deep-convolutional-neural-networks/234117
http://www.irma-international.org/chapter/disease-identification-in-plant-leaf-using-deep-convolutional-neural-networks/234117

