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ABSTRACT

To accommodate the needs of large-scale distributed systems, scalable data storage and management
strategies are required, allowing applications to efficiently cope with continuously growing, highly dis-
tributed data. This chapter addresses the key issues of data handling in grid environments focusing on
storing, accessing, managing and processing data. We start by providing the background for the data
storage issue in grid environments. We outline the main challenges addressed by distributed storage
systems: high availability which translates into high resilience and consistency, corruption handling
regarding arbitrary faults, fault tolerance, asynchrony, fairness, access control and transparency. The
core part of the chapter presents how existing solutions cope with these high requirements. The most
important research results are organized along several themes: grid data storage, distributed file sys-
tems, data transfer and retrieval and data management. Important characteristics such as performance,
efficient use of resources, fault tolerance, security, and others are strongly determined by the adopted
system architectures and the technologies behind them. For each topic, we shortly present previous work,
describe the most recent achievements, highlight their advantages and limitations, and indicate future
research trends in distributed data storage and management.
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INTRODUCTION

During the lastyears, mainly motivated by the need
ofapplications in eScience where vast amounts of
data are generated by specialized instruments and
need to be collaboratively accessed, processed and
analyzed by a large number of scientists around
the world, grid computing has become increas-
ingly popular. The grid embraced the goal of
sharing potentially unlimited computing power
over the Internet to solve complex problems in a
distributed way. A first generation of grids, called
computational grids, focused on CPU cycles as
resources to be shared. Recent advances in grid
computing aim at virtualizing different types of
resources (data, instruments, computing nodes,
tools) and making them transparently available.
Along with the computational grids, a second
generation of grids, namely Data Grids (Chever-
nak et al. 2000), has emerged as a solution for
distributed data storage and management in data-
intensive applications. The size of datarequired by
these applications may be up to petabytes. Inmany
applications, Data Grids not only maintain raw
dataproduced by instruments, butneed to take into
accountalso aggregations and derivations of these
huge size raw data that are periodically generated
and potentially concurrently updated by scientists
at several sites. Data intensive grids primarily
deal with providing services and infrastructure
for large scale distributed applications that need
to access, transfer and modify massive datasets
stored in distributed storage resources. High
Energy Physics, governmental and commercial
statistics, climate modeling, cosmology, genetics,
bio-informatics, etc. are just a few examples of
fields routinely generating huge amounts of data.
It becomes crucial to efficiently manipulate these
data, which must be shared at the global scale.
These data intensive grids combine high-end
computing technologies with high-performance
networking and wide-area storage management
techniques. Many approaches to build highly
available and incrementally extendable distributed

data storage systems have been proposed. Solu-
tions span from distributed storage repositories
to massively parallel and high performance stor-
age systems. A large majority of these aims at a
virtualization of the data space allowing users to
access data on multiple storage systems, eventu-
ally geographically dispersed. While these new
technologies reveal huge opportunities for large-
scale distributed data storage and management,
they also raise important technical challenges,
which need to be addressed. The ability to sup-
port persistent storage of data on behalf of users,
the consistent distribution of up-to-date data, the
reliable replication of fast changing datasets or
the efficient management of large data transfers
are just some of these new challenges.

The objective of this chapteris to give the reader
an up-to-date overview of modern data storage
and management solutions in grid environments.
We discuss the main challenges, and present
the most recent research approaches and results
adopted in large scale distributed systems, with
emphasis on incorporating efficient techniques
that increase the reliability and support higher
efficiency of the applications running on top of
distributed platforms. Future research directions
in the area of data storage and processing are
highlighted as well.

BACKGROUND

Data intensive environments often deal with ap-
plications that produce, store and process data in
the range of hundreds of megabytes to petabytes
and beyond. The datamay be structured or unstruc-
tured and organized as collections or datasets that
are typically stored on mass storage systems (also
called repositories) such as tape libraries or disk
arrays. These storage resources are geographically
dispersed and usually span over different admin-
istrative domains. The data sets are maintained
independent of the underlying storage systems
and are able to include new sites without major

113



26 more pages are available in the full version of this document, which may
be purchased using the "Add to Cart" button on the publisher's webpage:
www.igi-global.com/chapter/grid-data-handling/58743

Related Content

Service-Oriented Development of Workflow-Based Semantic Reasoning Applications

Alexey Cheptsov, Stefan Wesnerand Bastian Koller (2014). International Journal of Distributed Systems
and Technologies (pp. 40-53).
www.irma-international.org/article/service-oriented-development-of-workflow-based-semantic-reasoning-
applications/104763

Machine Learning Evaluation for Music Genre Classification of Audio Signals

Chetna Dabas, Aditya Agarwal, Naman Gupta, Vaibhav Jainand Siddhant Pathak (2020). International
Journal of Grid and High Performance Computing (pp. 57-67).
www.irma-international.org/article/machine-learning-evaluation-for-music-genre-classification-of-audio-signals/257224

Dynamic Network Optimization for Effective Qos Support in Large Grid Infrastructures
Francesco Palmieriand Ugo Fiore (2009). Quantitative Quality of Service for Grid Computing: Applications
for Heterogeneity, Large-Scale Distribution, and Dynamic Environments (pp. 28-45).
www.irma-international.org/chapter/dynamic-network-optimization-effective-qos/28269

Discovering Perceptually Near Granules

James F. Peters (2010). Novel Developments in Granular Computing: Applications for Advanced Human
Reasoning and Soft Computation (pp. 326-350).
www.irma-international.org/chapter/discovering-perceptually-near-granules/44710

Advanced Topics GPU Programming and CUDA Architecture

Mainak Adhikariand Sukhendu Kar (2016). Emerging Research Surrounding Power Consumption and
Performance Issues in Utility Computing (pp. 175-203).
www.irma-international.org/chapter/advanced-topics-gpu-programming-and-cuda-architecture/139843



http://www.igi-global.com/chapter/grid-data-handling/58743
http://www.irma-international.org/article/service-oriented-development-of-workflow-based-semantic-reasoning-applications/104763
http://www.irma-international.org/article/service-oriented-development-of-workflow-based-semantic-reasoning-applications/104763
http://www.irma-international.org/article/machine-learning-evaluation-for-music-genre-classification-of-audio-signals/257224
http://www.irma-international.org/chapter/dynamic-network-optimization-effective-qos/28269
http://www.irma-international.org/chapter/discovering-perceptually-near-granules/44710
http://www.irma-international.org/chapter/advanced-topics-gpu-programming-and-cuda-architecture/139843

